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Abstract

Ubiquitous computing is about making computers and computerized arte-
facts a pervasive part of our everyday lifes, bringing more and more ac-
tivities into the realm of information. The computationalization, informa-
tionalization of everyday activities increases not only our reach, efficiency
and capabilities but also the amount and kinds of data gathered about us
and our activities. In this thesis, I explore how information systems can be
constructed so that they handle this personal data in a reasonable manner.

The thesis provides two kinds of results: on one hand, tools and methods
for both the construction as well as the evaluation of ubiquitous and mo-
bile systems—on the other hand an evaluation of the privacy aspects of a
ubiquitous social awareness system. The work emphasises real-world ex-
periments as the most important way to study privacy. Additionally, the
state of current information systems as regards data protection is studied.

The tools and methods in this thesis consist of three distinct contributions.
An algorithm for locationing in cellular networks is proposed that does not
require the location information to be revealed beyond the user’s termi-
nal. A prototyping platform for the creation of context-aware ubiquitous
applications called ContextPhone is described and released as open source.
Finally, a set of methodological findings for the use of smartphones in social
scientific field research is reported. A central contribution of this thesis are
the pragmatic tools that allow other researchers to carry out experiments.
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The evaluation of the ubiquitous social awareness application ContextCon-
tacts covers both the usage of the system in general as well as an analysis
of privacy implications. The usage of the system is analyzed in the light
of how users make inferences of others based on real-time contextual cues
mediated by the system, based on several long-term field studies. The anal-
ysis of privacy implications draws together the social psychological theory
of self-presentation and research in privacy for ubiquitous computing, de-
riving a set of design guidelines for such systems.

The main findings from these studies can be summarized as follows: The
fact that ubiquitous computing systems gather more data about users can
be used to not only study the use of such systems in an effort to create
better systems but in general to study phenomena previously unstudied,
such as the dynamic change of social networks. Systems that let people
create new ways of presenting themselves to others can be fun for the
users—but the self-presentation requires several thoughtful design decisions
that allow the manipulation of the image mediated by the system. Finally,
the growing amount of computational resources available to the users can
be used to allow them to use the data themselves, rather than just being
passive subjects of data gathering.
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Chapter 1

Introduction

This thesis is about the use of personal data in the emerging age of ubiq-
uitous computing. Specifically, the aim of this thesis is to explore how
ubiquitous computing systems should be constructed so that they allow
people to manage their privacy—to make their own, informed, decisions
about who knows what about their activities. Ubiquitous computer sys-
tems have been envisioned as being used for new activities and to know
much more about the user, creating a qualitative shift in the gathering, use
and dissemination of data about human beings. For such a shift to be ac-
ceptable to these humans, the systems should treat that data in a sensible
manner. This thesis is both about figuring out what a sensible manner is,
and how to construct systems that actually behave in that manner.

Discussion on privacy has often been linked to advances in technology.
Warren and Brandeis’s 1890 essay “The Right to Privacy” [132], which has
been seen as the introduction of privacy as a concept to the legal system
of the United States, was sparked by developments in photography and
printing. Portable, short-exposure cameras made it much easier for pho-
tographers to capture private moments and the newspapers could print
these snapshots with less effort and cost than before. In the 1970’s Adam
Westin [13] began to write about the effects of databases on privacy through
much more efficient collection, searching and combination of private data.
The mobile phone, taking off in Europe by mid 1990’s, has been universally
seen as intruding on the individual’s control over time and space as well as
redefining public and private time and space [82, 84, 85, 106].

So threats to privacy by technology, often claimed to be serious, are
nothing new, and we obviously can still conduct affairs in private. This
does not mean that the threats resolve themselves. The use of the camera
and printing press to publish private facts is carefully legislated in most
countries. Finland, for example, prohibits the telling of falsehoods about
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2 1 Introduction

others to anyone, and the publishing of damaging information, whether fac-
tual or false, unless there is a balancing societal need for the information
to be public. The growing use of databases was the direct cause for the Or-
ganisation for Economic Co-operation and Development (OECD) to create
its “Guidelines on the Protection of Privacy and Transborder Flows of Per-
sonal Data” [95], influenced strongly by Westin, from which the European
Community data protection legislation [124] is descended. The use of mo-
bile phones has evolved rapidly, with the privacy issues becoming questions
about social norms, expectations and conventions. The important common
factors in all of these have been that the balance between privacy and other
concerns has been the result of long deliberation, and that the process of
maintaining that balance is ongoing.

Ubiquitous computing was envisioned by Mark Weiser in his seminal
article “The Computer for the Twenty-First Century” in 1991 [133]. One of
the defining ideas in the article was the“disappearing computer”: computers
would no longer be boxes sitting somewhere, but we would interact directly
with computerized objects and spaces. Inherent in Weiser’s vision has also
been the idea that all objects and spaces will be computerized to some
extent — hence ubiquitous computing. In this thesis I will use ubiquitous
computing in a very wide sense: it is the computationalization of activi-
ties previously not computationalized. This includes not only novel sensor
technologies (such as smart floors [97]) or interaction modalities (such as
interactive tables [115]) but also the use of Internet for group communi-
cation and noticeboards, mobile and smart phones, digital media archives
and web logs. Parts of the thesis, however, will focus on programmable
mobile phones—smartphones—as the first real ubiquitous platform.

Ubiquitous computing is inherently privacy-sensitive, and has been crit-
icized because of that from the beginning [116]. Any computer that a person
interacts with knows where that person is (close to the computer) and what
they are doing (to the extent the activities are carried out through the com-
puter), and even catches hints of what the person is feeling (as both our
interaction style as well as the content of communications reflect emotions).
The aim of ubiquitous computing is to expand both the variety of activities
that are carried out through computers as well as the computers’ spatial
reach. Not only will computers know whether you are at work or at home,
and what you are working on or who you are sending e-mail to, but they
will have constant knowledge of your movements and daily activities. A
somewhat facile example is the automated fridge which knows when you
are out of milk: it also knows when you wake up in the night, and how much
milk you drink. The change is not purely quantitative, but also qualitative:
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the kinds of actions known to computers are changing.
Thus, the aim of this thesis is to explore how people use ubiquitous sys-

tems that handle personal data, how they would like these systems to be-
have, how they can make informed decisions about the systems’ behaviour,
and how the systems should be constructed that they allow these deci-
sions. The goal has been to construct real-world experiments in how people
use technologies that gather and disclose personal data, and the practical
tools and methods needed for such experiments make up half of the thesis.
Since the whole field of ubiquitous computing would be infeasible to study
through actual use, the user trials focus on a single application field: social
awareness.

The body of the thesis consists of five peer-reviewed articles and one
manuscript. The articles fall into several subfields of Computer Science:
Data-analysis, Human-Computer Interaction and Information Systems. Some
of them have been published in non-Computer Science fora. These articles
describe a process of exploring privacy issues, rather than ready-made an-
swers to questions on how systems should be constructed. New tools and
methods were developed during the exploration, which are applicable to
the study of human-computer interaction and human behaviour in general.
Some tentative answers to the question on mechanisms and design guide-
lines are given for social awareness. These articles have not been included
in any other theses.

Article I Adaptive On-device Location Recognition, Kari Laasonen, Mika
Raento, Hannu Toivonen. In Proceedings of Pervasive Computing:
Second International Conference, PERVASIVE 2004, LNCS 3001,
Springer Verlag (2004), pp. 287-304. Berlin, Heidelberg, 2004. Springer
Verlag.

In the article we describe a novel feature extraction and prediction
algorithm for GSM-cell -based location data. The algorithm provides
a necessary building block for location-based services without the
need for operator support, enabling experiments on currently avail-
able smartphones. The off-line mathematical model was constructed
jointly, Laasonen designed the on-line algorithm. I implemented the
off-line algorithm, Laasonen the on-line one. I wrote the software
that gathered the data needed for the evaluation. Two thirds of the
article was written by me, one third by Laasonen. Toivonen provided
comments and corrections.

Article II ContextPhone—A prototyping platform for context-aware mo-
bile applications, Mika Raento, Antti Oulasvirta, Renaud Petit, Hannu
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Toivonen. IEEE Pervasive Computing, 4(2): 51-59, 2005.

The article describes a software platform for prototyping mobile ap-
plications, especially context-aware applications: applications that
gather and use data about the user. The platform was developed
by myself and Renaud Petit. The description of the technology was
written by me and Renaud Petit, while Antti Oulasvirta described
the user-centered design process. Oulasvirta and I described how the
platform can be used in research. Hannu Toivonen contributed parts
of the introduction and conclusions, and gave feedback on the text.

Article III Data subject’s right of access and to be informed in Finland—
An experimental Study, Mika Raento. International Journal of Law
and Information Technology, 14(3): 390–409, 2006.

The study described explores how well data controllers in Finland
can fulfill the subject’s requests for data concerning them and the
processing of that data. It motivates the study of privacy-related
issues in information technology by showing that organizations are
ill-equipped to deal even with the privacy demands posed by current-
day technology and legislation, and that inability is at least partially
due to the qualities of the systems in use. The article is written for
the specific framework of the European Community Data Protection
directives, and thus largely for a European audience.

Article IV How mobile awareness cues are inferred and acted upon, Antti
Oulasvirta, Renaud Petit, Mika Raento, and Sauli Tiitta. Human-
Computer Interaction, 22(1–2), 2007 (In press).

In this article we describe the results from three long-term field stud-
ies with the ContextContacts mobile social awareness service. The re-
sults show that that especially young users are capable of confidently
using a system that gathers and transmits highly personal data, and
find multiple uses for such a system. The study was designed by the
authors jointly, the software used constructed by I and Renaud Petit
and the analysis carried out jointly. In the analysis I focused specif-
ically on self-presentation and the use of messaging. Oulasvirta had
the strongest influence on the actual text.

Article V Designing for privacy and self-presentation in social awareness,
Mika Raento and Antti Oulasvirta. Personal and Ubiquitous Com-
puting. Accepted for publication.

The article describes a number of design guidelines for supporting
privacy management and self-presentation in ubiquitous social aware-
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ness applications, based on a number of field studies. The majority
of the ideas and text were contributed by me, with Oulasvirta pro-
viding comments and feedback throughout the text. The field studies
referred to in the text were jointly run by me, Antti Oulasvirta, Re-
naud Petit and Sauli Tiitta, with the privacy-related analysis done
by me and usage analysis by Oulasvirta. The software used in the
studies was implemented by me and Renaud Petit.

Article VI Smartphones: an emerging tool for social scientists, Mika Raento,
Antti Oulasvirta and Nathan Eagle. Manuscript submitted to Socio-
logical Methods and Research.

In this article we analyze how smartphones in general and Context-
Phone in particular can be used for social scientific field studies. I led
the work on this article, with major contributions from Oulasvirta
and Eagle. Of the field studies referenced, Eagle carried out one;
I, Oulasvirta, Sauli Tiitta and Renaud Petit one and the third one
is a review of work by third parties. We evaluated the importance,
validity and reliability of the proposed methods jointly. The data-
gathering software used in two of the studies was designed by me and
implemented by me and Renaud Petit.

The aim of this introduction is to build a frame of reference, a view-
point for the main body of work—the viewpoint of privacy. Due to the
central role of social awareness in the exploration, the history of that field
is included. This introduction will continue with the thesis’s research ques-
tions, followed by a look at how to define privacy: the idea of spheres of
privacy. I will introduce the field of social awareness through its incep-
tion in Computer Supported Co-operative Work through to our work on
ContextContacts, a mobile context-aware social awareness system, noting
the field’s relationship to privacy issues. I will describe how the concept of
privacy in computing has been influenced by different research traditions:
legal, social psychological and computer science, that I have found useful
in the work, followed by a short introduction to the application area under
focus: social awareness. The spheres of privacy model is original work,
whereas the descriptions of social awareness and of the findings from dif-
ferent fields concerned with privacy are purely literature reviews. I will
not attempt to provide a detailed introduction to ubiquitous computing.
For those unfamiliar with it, Yvonne Rogers provides a critical look at the
current state of the art [109], while Adam Greenfield describes well the
broader implications of such technologies in “Everyware” [60]. The intro-
duction concludes with the main findings from the individual articles.
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Chapter 2

Research questions

The original aim of this work was to provide guidance to builders of ubiq-
uitous information systems, guidance on the kinds of mechanisms such sys-
tems should provide, so that the users are in actual control of information
about themselves, so that they may make informed decisions about disclos-
ing information to organizations, and give different impressions to different
people. During the work, it became obvious that we would not be able to
answer the question yet. One of the central ideas in the work has been that
privacy cannot be studied in the abstract, it can only be studied through
real-world human behaviour [34, 118, 81]. This leads to the first research
question:

1 How can we study real-world privacy issues in ubiquitous computing?
What tools and methods do we need?

Since I wanted to study real-world behaviour with application proto-
types, the scope of the first question had to be narrowed—there was no
way to study all kinds of ubiquitous applications. Our research project
Context came to focus on social awareness, or presence, services: the pro-
vision of cues of remote others to the user, for example telling them where
their friends are, are they available for communication and who they are
with. This led to the second research question:

2 What kind of mechanisms should ubiquitous social awareness systems
provide to the user, so that they can carry out impression manage-
ment?

The next section will elaborate on what privacy means for ubiquitous
computing, and will thus concretize the research questions.

7
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Chapter 3

Constructing the field of privacy
in ubiquitous computing

When looking at privacy-related research in computer science, the first
feeling is that there is no consensus on what privacy is. The data mining
community seems to focus on privacy-preservation [7, 83, 6, 121]: the abil-
ity to draw interesting facts from the combination of data from multiple
sources without having to reveal the original data from one source to the
other sources, or to allow mining of datasets by third parties without reveal-
ing individual items. From the security researchers’ point of view privacy
can be achieved via access controls [111, 128] and communications secrecy.
For example, Diffie and Hellman’s introduction of public-key cryptography
claimed to solve the “cryptographic problem [...] of privacy: preventing
the unauthorized extraction of information from communications over an
insecure channel” [40]. The human-computer interaction field has looked
at the interactional, processual nature of privacy in human communica-
tions and how it should be supported by technology [102, 134]. These very
different approaches stem from focusing on different spheres of privacy:
Individual–State (what information the nation-state has about citizens),
Individual–Organizations (what we disclose to different organizations and
what we get in return), Public (what anybody may know), and Groups
(how we present ourselves to different reference groups).

The aim of this chapter is not to build an analytical framework to
be used within this thesis. Rather, the spheres situate this thesis and
its contributions within the larger frame of privacy as studied in different
subfields of computer science as well as in other disciplines.

Individual–State The privacy between the state and an individual is best
captured by the idea of civil liberties. Traditionally civil liberties

9
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were defined only for citizens, but the current European thinking has
extended them to all individuals, reflected for example in the new
Finnish Constitution from 1995. The individual should be protected
from unwarranted intrusions into the private life by the state (pri-
vacy of the home, privacy of communication, physical privacy of the
body). The state does have non-negotiable powers over the individ-
ual, but the use of these powers is strictly regulated (e.g., legislation
over personal searches, wiretapping). The individual may take pre-
cautions beyond the guarantees of the regulation, such as encryption
of communications, but may be legally required to reveal the contents
of such communication if deemed necessary for the public good. Cri-
tique of unnecessary surveillance by the state can most robustly be
grounded in the idea that the collection of personal data is inherently
risky : once such data has been collected, it may fall into the wrong
hands, even if in theory“if you have nothing to hide, you have nothing
to fear”.

Individual–Organizations An individual enters into relationships with
organizations for varying reasons: employment, hobbies, consuming
or producing goods. The transactions they have with the organization
create personal data, which may be valuable for the organization for
profiling, business development or process optimization. These goals
may not coincide with the interests of the individual (e.g., loyalty
cards may be used to identify unprofitable customers and the infor-
mation used to discourage their visits or to raise the price of items
they tend to buy). Often the individual has a choice in whether to
enter into the relationship and what transactions to make, although
it would be näıve to think that the choice exists in all cases: there are
many service monopolies or oligopolies, the threat of unemployment
and social pressures. The data collection and processing by organi-
zations is primarily regulated in the European Community with the
1995 directive “on the protection of individuals with regard to the
processing of personal data and on the free movement of such data”
[124] through member state implementations. The data protection
legislation is comparable to other areas of consumer protection. Col-
lection of personal data by organizations is of course no less risky than
collection by the state, and often more risky due to less oversight and
more actors.

Public An individual has an interest in maintaining control over their pub-
lic image. Concrete harm may be done if they for example, engage
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in activities that are deemed unacceptable by a portion of the public
(for example communism) and public knowledge of such lessens their
status or employment prospects. Concretely, the individual’s privacy
in relation to the general public could be defined as the ability to con-
trol the spread of information about oneself to others. Intrusions on
private spaces, communications and the body by others are protected
by legislation with very little leeway for interpretation. The pub-
lishing of information that has come to the knowledge of others may
or may not be regulated, although defamation (publishing or relating
false information) is almost universally legislated against. In practice,
both intrusions and publishing may happen and a-priori protection
against them plays a central role (locks on doors, access controls on
information systems).

Groups An individual acts in many roles: as a parent, a spouse, a friend,
a workmate, a boss or an official. Groups can be defined as people
who see the individual in the same role, thus they may often be just
dyads, and do overlap (for example the dyad formed by spouses over-
laps the group of the immediate family). Privacy for the individual’s
participation in groups means the real ability to appear differently to
different others. The appearance is a social construct, and thus does
not necessarily mean keeping anything secret (although it may), but
the opportunity through different emphases, interactions and actions,
agree on different appearances. Although the legislation in force for
the Public is of course in force for the Groups, it is mostly of no in-
terest: the privacy is defined through balancing of the participants’
needs and wants, through social norms and conventions.

This thesis is focused on the Groups and Individual–Organizations spheres,
with some implications on the Public sphere. To an extent that information
processing reveals or stores no personal data, it reflects on the Individual–
State sphere, but I will not try to bring any specifics of that sphere into
the discussion. The included articles cover these spheres as follows:

• Article I provides algorithmic methods that allow sidestepping the
Individual–Organizations and Public spheres.

• Article II provides prototyping and data-gathering tools for studying
the Groups sphere.

• Article III focuses solely on legal aspects of the Individual–Organizations
sphere.
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• Article IV describes the use a social awareness service, including self-
disclosure and self-presentation, within the Groups sphere

• Article V applies social-psychological findings to create design guide-
lines for the Groups sphere.

• Article VI introduces new methods for research in the Groups sphere.

This introduction deals almost solely with issues in the Groups sphere, with
the next chapter on social awareness touching on Individual–Organization
and the Public spheres, on how the idea of social awareness has been found
to be ill-suited to these spheres of activity.



Chapter 4

On social awareness

The main application field within which I discuss privacy in this thesis is
Social Awareness or, more specifically, ubiquitous and mobile social aware-
ness. This chapter will provide a historical overview of the development
of social awareness, concluding with an analysis of how our work on Con-
textContacts builds upon previous work. I will start from the field’s be-
ginnings in Computer Supported Co-operative Work and Media Spaces,
continuing through real-time computer-mediated communication (primar-
ily instant messaging), on to context-aware systems through to the emerg-
ing integration of these application areas. The discussion will focus on the
conceptual development of social awareness as well as how different under-
standings of technological systems reflect views on communication, social
structures, context and privacy.

An oft-used definition of social awareness comes from the field of Com-
puter Supported Co-operative Work (CSCW) and is due to Dourish and
Bellotti [42]: “awareness is an understanding of the activities of others,
which provides a context for your own activity”. This definition of aware-
ness is very broad (and as such suits even this thesis, which mostly deals
in non-work situations). In effect any and all CSCW work can be seen as
“awareness”: access to shared artefacts and communication channels build
awareness. Awareness is thus an emphasis, or an analytical stance, not a
well-defined set of functions or goals (see also Schmidt’s critical view on the
concept [76]).

A social awareness system, thus, is a system whose goal is the creation
of awareness of the activities of others. In more functional terms, aware-
ness systems record, interpret, transmit and represent data about people
and their activities. The pertinent system-level questions for studies of
awareness are then: what and when to record, to what extent and how to
interpret the recorded data, which of it to transmit to whom and how to

13



14 4 On social awareness

represent it. On a more processual level, the purpose of the system plays
an important role: of whom the data is gathered, what it is to be used
for and by whom—the sphere of the activity. Our work on ContextCon-
tacts (Article Vand Article IV, and [100, 107]) has been about recording,
interpretation and representation on the functional level. On the proces-
sual level we have made the decision about who the data is gathered about
as well as to whom it has been transmitted (and these have always been
the same people), and our main interest has been in what the data is used
for and how, and how that relates to what data is gathered and how it is
represented. In this review of related work, I will focus on these issues.
Especially, I will not discuss issues related to the real-time distribution of
the data: the selection of what events or media streams are to be routed
where, nor the detailed development of sensing technologies.

4.1 Social awareness in Computer Supported Co-
operative Work and the concept of Media Spaces

Prinz [105] distinguishes two different kinds of awareness in CSCW: task-
oriented awareness and social awareness. Task-oriented awareness is about
tasks and artefacts: the data being gathered and represented is strongly
bound to certain artefacts within the CSCW system and to the task of
producing those artefacts. This work is exemplified by the ShrEdit shared
editor with audiovisual links presented by Dourish and Bellotti [42], the
GroupDesk system described by Fuchs et al. [54], and Ackerman and
Starr’s work on Social Activity Indicators [3]. The idea of awareness of
others’ actions through shared artefacts is grounded in formative ethno-
graphic reports of real-time task co-ordination: Heath and Luff’s study
from a London Underground Control room [68] and Harper et al.’s study
of Air traffic controllers [66]. However, these are settings with highly for-
malized artefacts, skilled work and repeated processes.

Work in other environments has a larger role for informal and oppor-
tunistic interaction, as argued by Isaacs [73] and Bly et al. [25]. Social
awareness (a concept close to Nardi et al.’s “outeraction” [94]) is about pro-
ducing knowledge of the others’ actions even if they are not directly related
to the task at hand or artefacts under manipulation. This kind of infor-
mation can no longer be gathered only from interactions with the “shared
workspace”—Moran and Anderson argue in 1990 [93] for two new paradigms
for CSCW: co-ordinated communication and informal interaction. The
move beyond the shared workspace and towards informal interaction—
Social awareness, results in two distinct branches of research: Media spaces
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[25] and what later becomes called Context-awareness.

The early work on Media spaces: long-term, reconfigurable video and
audio links between locations, was carried out at Xerox PARC and Eu-
roPARC. Dourish and Bly report on Portholes [43], describing low frame-
rate always-on video links between workers, providing more a sense of
shared context rather than knowledge of the detailed actions of others.
Bly et al. [25] describe always-on real-time video and audio links. The idea
spread quickly to other institutions. The Montage system at Sun reported
on by Tang et al. [122] provided video links integrated with electronic
sticky notes for use when the other person was not available. They found
the system to support lightweight interaction similar to face-to-face meet-
ings. Tollmar et al. [125] elaborate further the role social awareness to be
the knowledge of the social situation of others, their current availability, re-
lationships and interactions with other people, in their study on the design
process of a system similar to Portholes and Montage, but with web-based
access added. This emphasis on the social situation also defines a new goal
for awareness: in addition to supporting impromptu interactions by let-
ting the potential participants know of the opportunity, social awareness
can also support the creation and maintenance of relationships, groups and
social structures.

Work on Media spaces for social awareness was motivated by key fac-
tors inherent to video links: richness of the media, technical feasibility, and
the availability of non-verbal cues. Richness of media: the high bandwidth,
multiple cues and multiple media inherent audio and video links was as-
sumed to support peripheral awareness, shifting attention between local
and remote events [86] and intuitive negotiation of attention and availabil-
ity [73]. Video and audio links are obviously technically feasible, in ways
that context-aware systems are not necessarily. The ability to see gestures
and facial expressions alleviates the problem of judging tone and emotional
content compared to pure audio or textual communication [43]. The imi-
tation of co-location, however, falls short in many ways: flatness of video,
asymmetric viewpoints and lack of directional audio reduce the ability to
interact over media links the same way we interact in physical space [55, 16].

Privacy was seen as a central problem for Media spaces from the begin-
ning [87, 86, 41]: Although Media space mimics real space, it does not limit
observability in the same way. Making control flexible and intuitive, pro-
viding feedback on whether a video feed was used by anybody and making
access reciprocal emerged as design guidelines, Bellotti and Sellen draw-
ing them together into a design framework [19]: users should have actual
control and get actual feedback on the capture, construction, accessibility
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and purposes of the media link. Another approach has been to add noise
or to remove information from the media, for example by blurring video
[27, 117] or by only indicating where there is activity within the field of view
without displaying the activity as such [71]. Although filtering techniques
were perceived by users to provide less information, and thus afford more
privacy—as in revealing less to the other, computer manipulation of audio
and video drastically lessen the ability of the observed person to manage
the impression they are giving (I will return to the relationship between
control over information and impression management in the next chapter).
Lee at al. report of severe difficulties in spreading the Portholes system
outside the research laboratory [81], including the users’ lack of interest in
controlling access by blurring the video. In general, Media spaces have been
very influential in the emergence of Social awareness as a goal for systems
and a topic for study, but the technology as such has not seen widespread
adoption [76, 96]. The early assumption that non-verbal cues are essential
for relational and emotional communication [33], based on communications
theory and laboratory experiments, was later, after field studies in the use
of Computer-mediated communication, dismissed as too narrow and pes-
simistic [129].

4.2 Real-time Computer-mediated communication

Computer systems have supported real-time text interchange for about 30
years. The combination of finger and talk enabled users of the Unix
system to find out who was online, and to chat with them already in the
mid-1970’s. Internet Relay Chat (IRC) enabled non-local (talk tended to
work only within a single system or a smaller number of trusted systems)
and topic-oriented, group chat from late 1980’s on. The basic availabil-
ity indicators have been very much the same in most widespread instant
messaging systems since: online/offline, active/idle and a textual away mes-
sage. Widely available, commercial, Internet-based instant messaging sys-
tems started to appear in the mid 1990’s. However, the relationship be-
tween awareness and instant messaging did not become an active interest
within the Human-Computer Interaction (HCI) and CSCW fields before
late 1990’s.

Erickson et al. [50, 49] “call systems which provide perceptually-based
social cues which afford awareness and accountability ‘Socially Translucent
Systems’”. Translucency is described as a property of real-world, co-located
human activity, where we may gain partial knowledge of the activity of
others through windows or open doors, or by being able to hear ongoing
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conversations around us. As an example, they present “babble”: a real-
time, persistent chat structured around freely formed conversations with
social activity indicators. In babble, the chat system is enhanced with in-
dicators of not only who is available for communication, but also who is
currently active in which conversations, and conversely, which conversa-
tions are currently actively participated in. The timestamped, persistent
conversation history provides a more detailed view into past and present
activity. Through these measures, babble aims to recreate social cues often
inhibited by technological mediation: the tempo, formality, attendance and
acknowledgments of an ongoing conversation. Many of these proposed fea-
tures are part of popular current commercial IM systems: IBM’s Sametime,
Skype, Microsoft’s MSN Messenger, ICQ and AOL Instant Messenger do
all support a persistent, timestamped conversations, although they have
varying support persistent multi-user discussions structured on topics.

Nardi et al. [94] describe an ethnographic study of instant messaging
(IM) in a corporate setting, bringing to focus a number of crucial issues
that link real-time computer mediated communication and social aware-
ness. They coin the term “outeraction” to describe the uses of IM that fall
outside pure information exchange. Considering the goal of social aware-
ness to support opportunistic interaction, IM with availability indicators
supports the discovery of who is available for communication. More con-
structively, however, they note that opportunistic communication is not so
much dependent on the ability of one of the communication partners to
infer the availability of the other, but on the flexible negotiation of avail-
ability (see also Tang et al. [18]). IM supports this negotiation in three
ways. First, IM can be used to send a message that does not interrupt or in-
trude them unless they do want to pay attention to their IM client. Second,
asynchronity, in that the other party can wait an unspecified period of time
to respond to an initiation of communication. And third, asynchronity, in
the way that even if the response arrives much later than the initial re-
quest, it may still be utilized by the initiator as soon as they turn their
attention to the conversation (cf. compared to purely synchronous media,
such as telephony). Two other crucial features of IM use are its perceived
informality and ignorability. The users under study clearly felt that it is
socially acceptable to use IM for both less formal topics of conversation as
well as for less formal style (tone). They also feel that they may ignore IM
if they are busy, in a way they may not ignore a phone call. The first is less
obviously linked to the technical characteristics of IM as a medium, whereas
the second is likely due to the fact that the receiver of an IM message can
read the message as it arrives and decide whether it warrants immediate
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attention, without committing to a conversation. This study shows how
IM as such is an awareness technology, even without additional indicators
of what activity the others are engaged in or how interruptible they are.
However, the “buddy list” with its online/offline indicators is seen as the
enabler for the use IM.

Whereas Media Spaces were fairly expensive enterprises, deployed in a
work environment, instant messaging is often free and used widely outside
work. Grinter and Palen [62] describe the rapid take-up of IM by American
teenagers. Here we see very similar creation of awareness as in Nardi et
al.: the teens use the online/offline indicators to know when their friends
are available, and know for which friends the information is unreliable. IM
is used both for group chat as well as one-to-one interchanges, the one-
to-one chats providing a back-channel to the group conversation. IM is
used at the same time as the teens carry out their home-work, providing
peripheral awareness, and friends and class-mates are brought in to help
with the work if necessary, the conversation switching fluently between work
and other topics. There are even shades of the same goal to recreate co-
located activity: as the teens have gotten older, they have less opportunities
to be co-located with their classmates, and they use IM to recreate that
communication.

Instant messaging is quickly becoming an integrated part of people’s
experience with desktop computers. According to a commercial report from
2006 [31], 49% of European Internet users, 64% of Latin American Internet
users and 37% of North American Internet users use instant messaging
at least once a month. Statistics also point that the numbers are heavily
skewed towards the younger end of the population [53]. IM is thus becoming
ubiquitous in that it is extremely widely used, as well as in that many users
are becoming highly skilled in its use [62]. The tool is disappearing from the
view, and the users are focusing on the communication happening within
it. The corollary is that the awareness cues provided by IM systems are
also becoming accepted and their meaning known.

4.3 Context-aware and mobile social awareness

One of the central ideas in Weiser’s “The computer for the 21st century”
[133] were mobile devices, the tabs and pads. These would be personal,
carried by the user and would be able to talk to local communication in-
frastructure, thus allowing the carrier to be identified and located. This
gave rapidly birth to the idea of context-aware computing, beginning with
devices that were aware of their carrier as well as their immediate surround-
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ings. The goal of context-awareness: computers that react intelligently to
the user’s situation without explicit interaction, is also tightly linked to
Weiser’s idea of the “disappearing computer”.

The most often used definition of context comes from Dey and Abowd
[39]:

Context is any information that can be used to characterize the
situation of an entity. An entity is a person, place, or object
that is considered relevant to the interaction between a user and
an application, including the user and applications themselves.

Should we here change “and an application” to “and another person”, we
would have something very close to the definition of “social awareness in-
formation”. I will return in more detail to the similarity and difference
of views on context held by the field of context-awareness and the field of
CSCW after discussing some context-aware social awareness systems.

The first of Weiser’s tabs, Active Badges [130] and pads, ParcTabs
[131] were already used to locate people by co-workers, but very little of
their use in building awareness was ever reported. The locations [120]
system was built do display users on a map, but no user experiences were
described. The use of contextual information to build awareness seems to
have been more accidental than planned, and easily explained by the close
link between the definition of context-awareness and the goals of social
awareness. Representations of contextual data are inevitable by-products
of designing and implementing context-aware systems, so their possibilities
are noticed fairly easily, and simple applications are quickly built.

McCarthy and Meidel [91] were among the first to report on the use
location-aware devices for social awareness. They describe ActiveMap, a
mapped representation of where co-workers are, based on a badge system
very similar to Active Badges. The map shows photos of the users overlaid
on an office plan. The images are shaded according to how long ago the
badge was located, allowing the users to take into account the veridical-
ity of the information. Recent movement was also indicated with a color
change, to create an unintrusive notification of changes. The use of the
system, however, centered around the locating others when a task required
it, rather than opportunistic interaction. The authors feel that there were
no significant privacy issues since it was easy not to wear the badge, in
comparison to the ambient cameras of media spaces. However, our own
experience with prolonged use of ContextContacts1 indicates that the so-

1Unreported internal use of the system at the Helsinki Institute for Information Tech-
nology
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cial pressure to use such as system can be significant, which has also been
found of the original Active Badges [67].

Ranganathan et al.’s article on ConChat [108] and Prinz’s on NESSIE
[105] are system-oriented descriptions on how different context sensors and
inference mechanisms can be used together with instant messaging, phys-
ical representations and virtual rooms to create awareness environments
that communicate the users’ location, activity level, other people nearby,
device environment, environmental conditions like temperature, and access
to communication tools. These systems are representative of the aims of
context-awareness research: the use of physical sensors to infer relevant
facts about people’s activities. Although this aim is not trivial, there have
been indications that at least certain subtasks related to availability are
feasible. Fogarty et al.’s [52] show that a limited number of reasonably
priced sensors (like a microphone with some signal processing and a switch
that indicates use of the office telephone) could be used to make a predic-
tive model of interruptibility that agreed well with subjective judgments of
the same. Begole et al. [18] show that availability can be predicted with
high confidence from past patterns of communication.

The encouraging results on availability and interruptibility inference
were combined in LilSys [17], which produced an estimated availability in-
dicator based on device use, speech detection, a door open/closed sensor and
telephone usage. Use of LilSys brought to light three highly salient results
for context-aware awareness systems: Firstly, although the there were high
statistical correlations between perceived availability and sensor readings,
individual differences in behaviour were large. Such individual differences
as when a person closes their office door or what kinds of conversations are
interruptible are probably known to co-workers, but become quickly obsta-
cles to automatic reasoning. Secondly, the users felt uncomfortable with
being represented as “unavailable” automatically, by a computer. “Unavail-
ability” is socially costly, as it is in effect a refusal to collaborate, and people
do not want to appear unavailable unless they need to. Thirdly, although
the inferences made were often accurate, interruptions did not diminish in
number. Instead the availability indicators would make would-be commu-
nicators approach people in different modes, probing for a communication
channel. Brown and Randell have heavily criticized the automatic inference
of availability in favor of providing the necessary cues for people to make
inferences themselves [29].

An independent development made possible by the commercial emer-
gence of pads, first hand-held computers (Personal Digital Assistants, PDAs)
and later network-enabled mobile phones, are mobile awareness systems.
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Systems like Tang et al.’s Awarenex [123] and Isaacs et al.’s Hubbub [74]
brought the IM buddy list to PDAs, enabling the use of the system while
locally mobile within the workplace. The ActiveCampus Explorer [63] lets
students see the location and system usage of their fellows and send them
instant messages on a PDA. In their aims and functionality, these systems
were not necessarily very different from desktop IM and awareness systems,
although creating light-weight, informative and peripherally accessible ap-
plications for mobile devices is of course a great interaction design challenge.
Reports on user experiences with the systems are sketchy.

Mobile phones, however, are potentially very different from a PDA. The
mobile phone is already a real-time communication platform with voice calls
and (especially in Europe) one-to-one text messaging. The mobile phone is
also already accepted by a very large audience, in stark contrast to Active
Badges or even PDAs. And finally, the mobile phone infrastructure is
pervasive, which means that there are very few spatial or temporal limits
to the use mobile phones (in developed countries).

Schmidt et al.’s Context-Call [9] is tightly bound to the mobile phone
as a communications device. Their aim is to improve call success rates,
since failed calls thwart the caller’s intentions, wasting their time as well
as interrupting the callee. This would be accomplished by allowing users
to make a visible statement about their current availability that callers can
access before making calls, in the manner of “away” lines in IM. Bardram
and Hansen’s AwarePhone [14] is closer to the more generic idea of social
awareness. AwarePhone integrates location, calendar events and manual
availability state into a custom smartphone application, aimed at hospital
workers. Hospital work is characterized by them as having high local mobil-
ity, both scheduled and ad-hoc activities and collaboration between different
groups of workers. The AwarePhone is meant to support easily contacting
others through the most appropriate media, be it by physically locating
them, calling, or leaving a message. Both Context-call and AwarePhone
have only been reported in the concept phase with no user experiences from
deployed systems.

4.4 ContextContacts

Our work on ContextContacts (Article IV) continues the thread of mobile,
context-aware social awareness, exemplified above by Awarenex, Context-
call, ConChat and AwarePhone. The application was inspired by the emer-
gence of smartphones: programmable mobile phones (for a brief technolog-
ical introduction, see Chapter 2 in Article VI). With a smartphone, we
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were able to integrate cues about the user’s location, calendar, phone us-
age, other phones nearby, ringing profile and manual availability into the
phonebook. The technical steps that make ContextContacts different from
previous systems, are thus:

• Running on a device that is already integrated into the users’ existing
practices. Although the application itself is of course something new,
it is less disruptive and more likely to be used than if it requires a new
device to be carried around (compared to non-phone based systems,
for example Barkhuus and Dourish report real problems with accep-
tance of PDAs with ActiveCampus purely based on inconvenience
[15]). Phones also use a pervasive infrastructure and are already used
throughout the daily life. ContextContacts is not limited to specific
environments with their specific social situation (again, compared to
non-phone based mobile systems or desktop systems).

• Peripheral information and use without additional interaction. The
phonebook is something the user already uses on a mobile phone.
Augmenting the phonebook means that the users will see the infor-
mation even if they are not specifically looking for it, allowing oppor-
tunate usage (compared to Context-Call or AwarePhone).

• Combination of automatic and manual cues: the system can provide
useful information about someone even if they are not motivated to
input anything at the moment (compared to Context-Call) but allows
the user to augment and manipulate this information (compared to,
say, LilSys).

These technical qualities frame ContextContacts, but do not define it.
There are four defining characteristics that I think are worth discussion:
Not only efficiency, Cues instead of inferences, A proxy for companionship
and Privacy through self-presentation.

Not only efficiency We started out with the goal of improving the
users’ ability to choose when and whether to make calls, or whether to use
other media, with assumptions about the suitability of automatic inferences
to support this, very similar to the aims of the LilSys system [17]. It turned
out that this was a very narrow view of how awareness cues may be used.
The most interesting aspect of being wrong in this way is that it exposes
a deeper analytical flaw. By assuming that a system will only impact the
efficiency of existing practices we disallow the potential for new and changed
practices introduced by the system. This problem has been present to some
extent in social awareness research, as one of the oft-stated goals has been
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to re-enable practices of co-located work in non-co-located settings [76],
rather than exploring what new kinds of practices it may enable. Article
IV gives a detailed account of the different new uses users found for their
mobile phones, and how their existing practices changed (especially the
teenagers). Our continued field studies and changes to the application were
very much in line with the goals of opportunistic interaction expressed by
Isaacs [73] and Bly et al. [25] and of creation and maintenance of social
relationships that Tollmar [125] describes.

Cues instead of inferences Two extreme approaches can be identi-
fied in the work cited in this chapter. The early work on Media Spaces [25]
aimed to provide an immediate channel between the users with no machine-
interpretation of activity or intention. The LilSys [17] context-aware avail-
ability inference system distilled all the data about the user’s behaviour into
a single variable, “availability”, with a symbolic representation. Matthew
Chalmers [89] has written that there is a fundamental difference in the
way CSCW approaches context and the way context-aware researchers do.
CSCW researchers see context as being constructed by living in the inter-
action, whereas the whole premise of context-awareness is that meaningful
interpretations of human activity can be made by machine observation and
inference.

Simplistically, ContextContacts belongs in the CSCW camp. Instead
of trying to infer availability and interruptibility, we provide cues of the
situations of the others that the user may interpret, and indeed construct
through communication with those others. More realistically, any system
that gathers sensor data and creates representations of it is riddled with
implicit and explicit interpretations created by the designer, and so is Con-
textContacts. The idea of constructing context by living it is a design prin-
ciple. Firstly, we have tried to minimize the amount of interpretation within
the system, and secondly, through several iterations of design, we have tried
to identify those interpretations that should be removed, improved or made
more transparent. The use of cues has an important implication for privacy
as well. By letting the users jointly construct the meaning of the cues, we
allow for the normal process of co-operative impression management. And
by using manipulable cues, the user can exercise control over the impression
being given. I will return to this theme in the next chapter.

Chalmers notes that there are also observable social structures and ob-
servable human activities. An example of something observable is location,
even if the context-awareness research community has lamented the early
and continuing use of location as the main contextual variable [113]. Al-
though the meaning of being in a place is not observable as such, people do
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not dispute the validity of assigning Cartesian coordinates or even names to
the current location of somebody. Interesting but not so externally observ-
able variables include tasks (people multitask constantly), availability (the
desire to participate in communication is both negotiable and depends on
the content of the communication), interruptibility (the ability to store the
current task into long-term memory depends on the skill of the individual
in the task, pacing of the work and the interruption [98]) or current social
situation (how shared is the situation of ’being in a meeting’ for the current
presenter, a person dependent on that task and somebody catching up on
their e-mail?). This categorisation is of course simplistic: there are many
situations where even these variables are codified to an extent to make them
observable: the availability of a receptionist at a desk, the interruptibility
of a butler, or the task of the air traffic controller. The most important
point Chalmers makes is thus not the dichotomy between the two, but the
joint use of them to analyse different situations.

A proxy for companionship A repeated finding in awareness studies
has been the feeling of companionship. Nardi et al. [94] describe users of
the IM system experiencing “awareness moments [that] produced a certain
feeling”of not being alone, Dourish and Bly [43] tell of users feeling glad that
they were not the only one working during a weekend by seeing somebody
else in their office through the low frame-rate video. Similar findings appear
in [103, 69, 69, 26]. We similarly found that one of the most evocative uses
of ContextContacts was as a proxy for companionship: it recreated some
of the feeling of being physically close to the other users. Both we and the
cited researchers have not dug very deeply into what the users mean when
they talk of “not being alone”, but it is obvious that this is agreed to on
the level of shared everyday language. It seems that purely the knowledge
that somebody else is using the same computer system can produce these
feelings, even when the other person is not engaging us in any meaningful
way. This would seem to be another phenomenon linked to the “emergence
of space” [50]: the system becomes a“locale”not only as a way to gather the
group and carry out conversations, but also in the sense of co-habitation.

Privacy through self-presentation Although privacy has been a cen-
tral concern in the work cited in this chapter, there has been a certain limit
to how it has been seen. Especially in the work before the 2000’s, privacy
has been seen mainly as an obstacle for the adoption of the (CSCW) sys-
tem. The system designers have designed in control and feedback so that
the users would accept the proposed system. In the next chapter and in
Article V I will describe how the management of impressions and self pre-
sentation (cf. Goffman, [79, 58]) can guide the design of awareness systems
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in a positive way: by building systems that allow people to present them-
selves the way they want, and to jointly construct impressions with others
of themselves, the others and the groups they participate in, we can create
systems that provide more perceived value to the users, systems that are
not just acceptable. This line of thought is by no means originated by me,
but is present in awareness work by at least Zaner et al. [134], Aoki et
al. [12] and Ackerman [2]. What I aim to do is to further that work into
concrete and positive guidelines for ubiquitous social awareness systems.
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Chapter 5

Privacy research traditions

This chapter gives a review of the current literature on privacy in ubiquitous
computing, structured around the different research traditions that touch
on privacy. I shall elaborate most on the social psychological basis, as it has
been most influential in this work. I also assume that the reader is fairly
familiar with the computer science fields, and will only briefly mention some
concepts from them. The emerging field of privacy in ubiquitous computing
is not discussed separately, instead its current state is discussed through the
different research traditions that influence it.

5.1 Law

Data Protection is a fairly mature field, with generally accepted princi-
ples within the European Community. The legal basis for European data
protection is two-fold: privacy as a human right by the Council of Eu-
rope Treaty No 108 / 1981 (ETS 108) “Convention for the Protection of
Individuals with regard to Automatic Processing of Personal Data”, and
Data protection as a mechanism for establishing the internal market, from
directive 95/46/EC. The Council of Europe Treaty covers all of Individual–
State, Individual–Organizations and Public spheres, whereas the directive
only applies to Individual–Organizations and Public. These two documents
share the same five principles. The processor or collector of personal data:

• Must process the data in a lawful and fair manner (ETS 108 Article
5a, 95/46/EC Article 6 1 a)

• Must ensure that the data is accurate and, if appropriate, up-to-date
(ETS 108 Article 5d, 95/46/EC Article 6 1 d)

27
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• Must ensure that the data collection is adequate, relevant and not ex-
cessive for the purpose of the collection (ETS 108 Article 5c, 95/46/EC
Article 6 1 c and 9)

• Must inform the subject of the collection and allow access to data
collected (ETS 108 Article 8, 95/46/EC Articles 10-12)

• May only process data by informed consent, contractual or legal obli-
gation, for the vital interests of the subject or for legitimate interests
of the controller (ETS 108 Section 5 a and b, 95/46/EC Article 8)

A poignant example of how the amplification of human actions in ubiqui-
tous computing clashes with data protection is the case of a parish worker
in Sweden [65]. She was organizing a confirmation camp, in which some
parents of the participants were also involved. To facilitate the organiza-
tion, she created a website where she posted the contact details and short
profiles of the parents for use by the organizers and participants. She was
sued under the Swedish implementation of the data protection directive for
unlawful processing of personal data, processing of sensitive data (in one of
the profiles she had included the fact the person had broken their leg) and
transmission of personal data to countries outside the EC. She was fined
by the local court, appealed to the high court and was found guilty but
not fined because of the minority of the crime. I argue that this is a clear
case of where the amplification exceeded the understanding of the user: she
did not realize that by moving information from the parish noticeboard to
the Internet, she was actually publishing it (although the complaint against
her was made under data protection, it seems that the person raising the
issue was miffed by their portrayal at the site, it being public). In this
case something that in the user’s mind was group communication (Group
sphere), was in reality publishing (Public sphere).

The example above highlights a general problem with the current data
protection legislation. Although the legislation has been written to be
technology-neutral it fails to take into account the change in the organiza-
tional structure of data processing triggered by ubiquitous computing. For
example, the central concepts of 95/46/EC are the subject (a person the
data is about) and the controller (the organization controlling the collection
and processing of said data). With new service provision infrastructures like
sharing of Wireless LANs1 or peer-to-peer communication infrastructures2

all the users are both subjects and controllers. The legislation specifies
fairly heavy burdens (see [77, p. 107], [37]) on the controller, based on the

1http://www.fon.com/
2http://www.skype.com/
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1970’s idea that anybody with the resources to run data processing oper-
ations will surely have the resources to learn about and comply with the
legislation.

Langheinrich has taken these principles and applied them to ubiquitous
computing, creating seven fundamental principles of privacy-aware ubiqui-
tous systems [78]: Notice (openly declaring what data is being collected),
Choice and Consent (real, informed choice), Anonymity and Pseudonymity
(when applicable, systems should not identify individuals), Proximity and
Locality (ubiquitous systems should reflect real world limitations in both
collection and dissemination of data), Adequate Security, Access and Re-
course (collection of and access to data should be limited by both access
rights and need, violations should be observable and actionable). These
principles have been taken as the basis for work in this thesis, and Article
V discusses how they can be built upon. Although focusing on the larger
spheres, these principles can be seen as pre-requisites for implementing pri-
vacy for the Groups sphere as well.

Iachello and Abowd use the general legal principle of proportionality
[72]. Proportionality is reflected in EC/95/46 [124] in that “data collection
is adequate, relevant and not excessive for the purpose of the collection”
and that the “processing is necessary for the purposes of the legitimate
interests pursued by the controller”. Iachello and Abowd generate a three
stage“judgment”process from the idea of proportionality for the evaluation
of ubiquitous computing application ideas and designs:

Legitimacy —Establish that the application goals would be useful
for the intended user population.

Appropriateness —Recommend the best alternative from a vari-
ety of technology (and non-technology) solutions.

Adequacy —Even with a given technology solution, there are
many parameters that can be adjusted, and each should be ex-
amined to justify proper use.

This process is somewhat orthogonal to the ideas presented in this the-
sis. The main thrust of my research has been in finding ways to reflect
established human disclosure patterns in automated disclosure.

5.2 Cryptography and computer security

In the practical work documented in Article II and Article V we have as-
sumed the existence of reasonable encryption methods for keeping commu-
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nications secret from third parties. Communications secrecy is a necessary
precondition for working privacy management in all spheres, but doesn’t
address the harder questions on how the user manages disclosure: practical
control over what they tell to whom. I would concur with Bruce Schneier
[48] that we have reached the point in cryptographic research that we have
the technical tools for secrecy, but that security in reality is compromised
by the user. Since ubiquitous computing tends to increase the number of
devices users interact with, and often removes these devices from central
administration, the risk of inappropriate key management or misunder-
standing security grows.

Within the European Community, the Commission has argued for the
development and use of Privacy Enhancing Technologies [30, p. 25] as a
means of data protection, focusing on anonymity and pseudonymity [51].
Anonymity and pseudonymity are important solutions for the Individual–
Organizations and Public spheres. Within Groups, pseudonymity has some
uses when the group is not based on real-world interactions.

Permanent pseudonyms have limited usefulness: Firstly, if the real iden-
tity behind the pseudonym is ever leaked, all data is compromised. In ubiq-
uitous computing, the information system is linked to real-world movements
and activities, which Beresford and Stajano have shown to trivially leak
real identities [21]. Secondly, publicly used pseudonyms become reposito-
ries of status and reputation as much as ’real’ identities. More interesting is
the use of transient, short-term pseudonyms; but any system that can use
pseudonyms instead of real identities should do so, as it still adds a layer of
protection (for example the German data protection legislation mandates
anonymity or pseudonymity whenever possible).

Bessler and Jorns [24] describe a system for service composition using
transient pseudonyms. In their system, two (or more) users who know each
others’ real identities want to share location information. The location in-
formation is provided by a third-party service, and is made pseudonymous.
A trusted identity server provides mappings between identities and tran-
sient pseudonyms, so that the users can map the pseudonymous location
information to each other. This is quite a typical set-up for pseudonymity
[8, 21].

The work in Article V uses long-term pseudonyms to provide the pres-
ence service. The users of the system are assumed to know the real-world
identities linked to the pseudonyms. In the current implementation, how-
ever, the service provider does not have to know the contents of the presence
data, so it can be encrypted while in transit and only decrypted on the re-
ceiver’s device. The data is produced fully on the user’s own device, and
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the service only acts as a transmission channel (there are of course traf-
fic analysis attacks, but they are probably not a realistic threat). Should
we want to intelligently produce or combine data in the server, transient
pseudonyms should be applicable.

Even anonymous services may obtain personal data if they are location-
based: the anonymous location the service receives may identify a person
(the trivial case would be position information so accurate that only one
person can physically occupy the given co-ordinates). Adding noise to the
location information, often called cloaking, has been proposed to combat
this problem [64, 20, 45]. The addition of noise takes into account identifi-
ability: enough noise is added so that the single user can not be identified
(the disclosed area will include multiple users). This kind of location cloak-
ing is problematic to the user, since with automatic addition of noise it may
be difficult to predict what the system is disclosing and to understand how
the system works.

Models and protocols for access control have been a central topic in
computer security [111, 128]. Any privacy-sensitive system will have to
include access controls, but the idea that the user’s desire and willingness
to disclose private facts can be adequately captured by static preferences has
been severely criticized. Leysia Palen’s study of shared calendars at Sun
and Microsoft showed that most users kept the system’s default settings
although at Sun they were set to share the full calendar and at Microsoft
only free/busy information [101]. Spiekermann and Grossklags noticed that
users in a realistic online setting were willing to disclose a large amount of
private information for very small discounts or no visible gains whatsoever,
although they had a-priori expressed concerns about disclosure online [118].
Adams [5], Lederer et al. [80], and Consolvo et al. [32] argue that not
only is disclosure dependent on whom information is disclosed to, it is also
dependent on the discloser’s dynamic situation and what they perceive the
recipient’s informational need to be. This dynamic nature of disclosure
control is elaborated upon in the following sections on social psychology,
and Article V describes how a social awareness system may support such
dynamic control.

5.3 Social Psychology

The main thrust of our research group’s experimental studies [100, 99] has
been the development of ContextContacts, a ubiquitous social awareness
service: a service aimed at letting users easily disclose their location, avail-
ability and activities to their communication partners. Thus the most cen-
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tral sphere of privacy for us has been Groups, and the most influential re-
search tradition social psychology. The following describes the most salient
social psychological theories and findings as comes to privacy, self-disclosure
and self-presentation, as well as their relationship to privacy research in
ubiquitous computing.

5.3.1 Boundary negotiation

Leysia Palen and Paul Dourish [102] have been applying Altman’s privacy
theory [10] to the design of ubiquitous computing systems. Rather than
repeat the full argumentation, I pick some of the most salient factors here.
Altman describes privacy as the ongoing negotiation of the self–environment
boundary. There are several kinds of such boundaries, corresponding to the
spheres of privacy discussed in this thesis. I will focus on the Groups sphere.

The most important factors of Altman’s theory for us are the dynamic
and dialectic nature of privacy, and the emphasis on negotiation. “Dy-
namic” means that privacy is contextual, dependent on circumstances and
people—it cannot be fully described by a static set of rules. By “dialectic”
Altman means that the actual boundary is determined by conflicting needs
within ourselves, as well as between us and others. The conflicting internal
needs include autonomy, social acceptance, tasks and goals and impression
management. Privacy being “negotiated”, the limits of disclosure are not
dictated by either the discloser or the environment, but are the result of
a negotiated agreement between them. Negotiation is of course not overt
or explicit, but built-in to the give-and-take of conversations and other
interactions, as well as into perceived norms and politeness.

Participants in such negotiations often engage in face-work. Goffman
[57] describes face as the “image of self delineated in terms of approved
social attributes” and face-work as the actions of interactants which are
consistent with face. The implication of this is that it should be possible
for technologically mediated negotiation to also be sensitive to face. The
system should allow for tact and what Aoki and Woodruff [12] (among
others [70, 94]) have described as plausible deniability : the possibility to
assign different interpretations on actions. An example is the ability for
an asker to see the denial of an answer as missing or misunderstanding the
question.

Altman’s theory is seen as a valid base for current social psychological
research, and to have been verified experimentally [88]. It has been later
extended by Petronio [104]: she has shown that even though disclosure is
dynamic, it is mostly based on a set of practical rules, which are followed
most of the time. These rules themselves can be individually negotiated,
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for example between spouses, but are also shared in groups like families.
Following the established rules can be seen as face-work: they are not sup-
posed to lead to embarrassing situations, the rules define what is considered
tactful.

The actual rules and norms of disclosure and tact constructed by any
real group of users, be they families, friends or workers cannot be—at least
not fully—predicted by the system designer. A good example of this is the
varying social acceptance of rejecting calls (several participants in our field-
studies have related that expressing unavailability by explicitly rejecting
the incoming call has become a valid communication mechanism with some
of their peers, while being as unacceptable as hanging up for some). So
since the social implications of things like disconnection are not known, the
designer should leave room for multiple mechanisms and interpretations,
for both obvious refusals and masking of reality.

5.3.2 Self-disclosure

The revelation of private matters to others has been called self-disclosure
[22]. Self-disclosure is seen as a necessary component in building and deep-
ening relationships, the revelation of the private indicates trust, facilitates
an understanding of the other persons interests, tastes, needs and desires,
and through its reciprocal nature also helps the discloser to learn of the
other. Empirical studies have shown genuine self-disclosure to correlate
strongly with positive emotional affect [127]. Self-disclosure is generally
assumed to be strongly reciprocal [22, 127]: there is a strong correlation
between how much different sides of social relationships disclose.

The self-disclosure studies have, however, focused on equal status rela-
tionships (friends, spouses, dating) [92, p. 440]. There is no indication that
the theory of self-disclosure applies to unequal relationships, such as parent–
child or boss–worker. Of course power inequality is not a black-and-white
matter, most social groups will have some power structure. Although tradi-
tional work in self-disclosure has been in relation to facts disclosed through
actions, I assume that the framework can be applied to automated disclo-
sure as well, as long as there are aspects in the automated system which
imply voluntary disclosure and allow the participants to control how they
appear through the system. One way to control appearance is of course
communication outside the automated system: the information in the sys-
tem can be framed and manipulated by non-automated actions: face-to-face
conversations, messages and calls.
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5.3.3 Impression management

Self-disclosure can be seen as a part of the larger frame of self-presentation:
the ongoing process of impression management [79]. People engage in self-
presentation continuously. By disclosing certain facts instead of others, by
drawing attention to actions, by their appearance and sometimes by out-
right deception they try to create a controlled impression of themselves.
The creation of this impression is dependent on the ability to monitor the
reactions of others, so that the success of the current strategy can be eval-
uated and alternative strategies or alternative goals can be used. Self-
presentation is used for many different goals: for example to gain material
benefits, such as a raise, to apologize for or justify actions, or as a part of
the identity-building of an individual, since identity depends not only on
internal states but on feedback from others.

Self-presentation is very much target-dependent. People do not want
to give the same impression to all others: parents may want to appear
stern to their children but relaxed to their friends, workers may stress their
individual contributions to their boss but team-orientation to co-workers.
Not only is the goal dependent on the target, but so are the strategies
involved.

One way to avoid disclosure, to save face of the self or others, or to avoid
unwanted intrusions or obligations is lying: from white lies (“I’m just on my
way”) to outright lies (“I did not have sexual relations with that woman”).
DePaulo et al. [38] show that in their study adults told 1–2 untruths a day
that they consciously recognized as lies. Many of these lies were made to
foster certain expressions of the lier. Although they show that interactions
where you lie are more distressful, they also show that many small lies are
routine-like and do not affect the lier.

Computer systems have often been designed with the idea that reality
can be sensed and described objectively, an excellent example being the
unwillingness of the GEOPRIV working group to allow users to modify
their location information, since it would mean endorsing lying—unfitting
for a professional society, such as the IETF [56]. The reality of human acts
is often socially constructed (see for example Berger and Luckman [23]).
A good example is a person’s location. “Leaving work” may take tens of
minute, but communicating the intention and starting the necessary prepa-
rations can make it so for somebody waiting for you. My current address
may have very little meaning, but to say I’m in the city’s best restaurant
(maybe even if I’m not) gives off a certain impression. In these situations
a technical system should not presuppose certain versions of reality to be
more truthful than others, but to leave the decision to users. Goffman
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also argues [58, p. 222–227] that the audience is quite willing to disregard
untruths to maintain a jointly agreed-to situation.

5.3.4 Entangled in other practices and concerns

Self-disclosure and self-presentation in human discourse are tangled with
other concerns [11]. This makes experiments with privacy hard to ana-
lyze. For example, Consolvo et al. [32] argue that people apply highly
dynamic control in mediated location disclosure. We agree with their fac-
tual findings, but disagree about their analysis of the motivation. They use
experience-sampling to probe users’ willingness to share their current loca-
tion with their peers in real-life situations. They show that although the
most important factor in disclosure is the identity of the asker or observer,
there are no static rules that can decide what is revealed but that is instead
completely situation-dependent.

It is not, however, necessary to see situationally dependent tuning of
disclosure only as control : it is a well-known theorem of human-human
communication (Grice’s maxims [61], [112]) that participants in a dialog will
try to convey just the right amount of information, too much is wasteful,
too little unhelpful and both will provoke suspicion. So if the person gets to
answer “Where are you?” as a human, of course their answer will depend
on what they think the “real” question is or what they think relevant to the
person asking. For example, if they are abroad, they will most likely just
say “I’m in England” to persons from the States. Also irritation at being
asked can genuinely stem from the inability to infer the “real question”.

Conversation analysts have also noted that people tend to rather give a
bit higher-level descriptions of their doings, because less accurate updating
is then expected for. For example, telling that you are in your office sitting
in your chair implies more pressure to tell when this position changes [112].
Automatic disclosure does not have to obey the same rules, as users will not
ascribe all human qualities to a computer system: they will not assume that
the system answers with only the necessary information, and the system
may give a higher frequency of updates than a human.

5.4 Notes on some other related fields

The previous sections describe the development of privacy within ubiquitous
computing from the point of view of this thesis and what I have found useful
in the work. There are some related fields that should be mentioned, even
though they have not been as influential in this work. They have often
influenced the papers referenced above.
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• The definition, justification and implications of privacy have been a
topic of study within philosophy for a long time. Adam Westin’s work
[13] has been very influential for the development of legal guidelines.
For an introduction, see Judith DeCew’s “In Pursuit of Privacy” [36],
and for a modern overview, Number 2, 2000 of Social Philosophy
and Policy [47]. Langheinrich provides a brief description of how
philosophical concepts of privacy relate to ubiquitous computing in
[78].

• Computational modeling of trust has become an active area of re-
search in the past fifteen years. Lea Viljanen provides a unified view
of current attempts to model trust in [126]. Trust models as a basis
for security and privacy in ubiquitous computing have been described
for example in [75, 114].

• Secure multi-party computation: It has been shown that any effi-
ciently computable function with n inputs can also be efficiently com-
puted by n participants, each providing one of the inputs, and every-
one learning only the output [44]. This can be used to gain the ad-
vantages of sharing data, for example to generate recommendations,
without revealing private data.

• Economics and game theory. Jens Grossklags [118, 4] has been study-
ing people’s economical behaviour in relation to privacy. He has
summed his findings as“Traditional theory suggests consumers should
be able to manage their privacy. Yet, empirical and theoretical re-
search suggests that consumers often lack enough information to make
privacy-sensitive decisions and, even with sufficient information, are
likely to trade off long-term privacy for short-term benefits.”
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Contributions of this thesis

The articles in this thesis describe a process of exploring privacy issues,
rather than ready-made answers to questions on how systems should be con-
structed. New tools and methods were developed during the exploration,
which are generally applicable to the study of human-computer interaction
and human behaviour in general. Some tentative answers to the question
on mechanisms and design guidelines are given within a limited application
field. The research questions the thesis was set out to answer were:

1 How can we study real-world privacy issues in ubiquitous computing?
What tools and methods do we need?

2 What kind of mechanisms should ubiquitous social awareness systems
provide to the user, so that they can carry out impression manage-
ment?

6.1 The articles

Article I describes an adaptive, on-line algorithm for extracting location
features (important places and routes between them) from GSM cell data.
Cell data is sequential data describing which base station a mobile phone
is currently communicating with. Cells vary in size from some hundreds of
meters to some kilometers in diameter, are irregularly shaped (with holes
caused by radio propagation shadows from buildings and land-forms) and
always overlap; but the information is available on the mobile device with-
out extra hardware or infrastructure support. The article shows how mean-
ingful, smoothed features can be extracted from such sequences with an
algorithm that can be run on the mobile device itself. These features have
been used in the ContectContacts (Article IV), and have been crucial to its

37
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development. Thus the algorithm is both an answer to the second research
question as well as a part of the practical answer to the first.

The privacy implications of this algorithm is that the user does not
have to communicate the original data to any outside party to extract
the features nor disclose the derived location to service providers, thus
removing the need to consider the Individual–Organizations sphere. Lo-
cation systems with these features have been proposed for specialized de-
vices (e.g., PARCTAB location agents [119]), but our algorithm works on
off-the-shelf devices operating within widely deployed infrastructure. Com-
mercially available location systems for GSM networks have supposed that
the location information is generated by the operator (the Organization)
and distributed to service providers or other users by that operator, which
is much more open to abuse than a system running on the user’s own de-
vice (see for example Ben Goldacre’s “How I stalked my girlfriend” [59])1.
The only other widely available alternative to GSM locationing is GPS,
but it suffers from poor coverage in cities and battery consumption that is
unacceptable for continuously running mobile applications.

Article II describes the ContextPhone platform for developing mo-
bile context-aware applications running on Nokia’s S60 smartphones. The
smartphone is the first platform for pervasive computing [1] available for
long-term, outside-the-laboratory studies. The platform we developed has
been made publicly available under an open-source license, and this arti-
cle describes its functionality and uses. The platform includes a number
of software sensors, including location, user activity, communications and
phone internal state. The data from the sensors is made available through a
uniform blackboard architecture (under development when the article went
to press, but now available). A number of Internet-standard communica-
tion protocols are included in the platform, as well as three major example
applications.

ContextPhone supports the general goal of real-world studies of ubiqui-
tous systems, expressed as the first research question of this thesis. It also
specifically supports experimenting with different awareness cues. Previous
studies in social awareness indicate that different cues give very different
possibilities for the use of the system [125, 42, 43]. Thus what sensors and
representations are used in a system, play a large role in defining the kinds
of use as well as patterns of use, the expectations users have of each others’
use of the system, and the perceived value of the system. On the other

1We have also heard from several commercial service providers that building of
location-aware systems has been hindered greatly by the need to have a separate con-
tractual relationship between the application provider and the consumer.



6.1 The articles 39

hand, different cues are perceived a-priori to have different privacy implica-
tions, for example location and the granularity of location [14, 56, 32, 67].
These two factors justify the claim in the article, that experimental stud-
ies of privacy in ubiquitous computing are facilitated by a platform that
provides flexible configuration of sensors, reasoning and representations.

ContextPhone has been the major vehicle for our studies of privacy
issues in the Groups sphere: it provides both the application through which
privacy issues can be revealed as well as the data gathering mechanism for
learning about the issues, thus giving a partial, practical answer to the first
research question. It is the technological basis for Article IV and Article V.

Article III is based on an experimental study on data controllers’ com-
pliance with the Finnish implementation of the EC data protection directive
[124], specifically as it comes to the subjects right to be informed and to
access to the data. It had been thought before that compliance might be
low, and my own experience with working in the industry also suggested
that typical information systems do not help organizations in complying
with the regulations. There existed, however, no studies testing this exper-
imentally. The study explores the Individual–Organizations sphere.

The results of the experiment show that while the public sector in gen-
eral is able to both inform and to give access to data to the subject, the
private sector, including listed companies, is not. For example, only 16% of
non-profit organizations and companies provided complete data from the
subject access request. The responses that I did receive further indicate
that the information systems in use in the organizations did not support
the subject access, but that the required data had been manually extracted
via different reporting mechanisms. This link between the technical prop-
erties of the system and ability to comply with Data protection give direct
guidance for systems design, as an answer to the second research question.
These results are most likely directly applicable to commercial ubiquitous
computing systems as well. The same economic realities are in force: there
is no market force that pushes adoption of Data protection compliant infor-
mation systems for ubiquitous computing any more than there is for more
traditional systems.

Article IV describes in detail how several groups of users have used
the ContextContacts ubiquitous social awareness service. It shows that the
cues provided of the others in the system served three main uses: First, the
system is used in the coordination of mobility and communication, typically
between two users. The cues also facilitate various ad hoc opportunities
and informal encounters. Second, when a user-controlled text field was
introduced as an additional cue, the use of the system evolved from coor-
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dination toward discussion, chatting, and expressions of emotions. The use
of automatic cues evolved in parallel, emphasizing those cues that support
availability and the presence inferences needed in the coordination of con-
versations. Third, the cues support companionship among group members:
feelings of mediated connectedness, closeness, and communality.

This article serves the thesis in three ways. It gives a basic existence
proof of positive effects from automatic distribution of highly personal data,
motivating the line of research (otherwise we could always take the safe road
of not building such systems). Secondly, it gives the background for Article
V, allowing the claims specific to privacy in it to be judged in light of the
actual use of the system. And finally, it already provides some answers to
the question of how such systems should be constructed, which are further
developed in Article V.

Article V is the most developed answer to the question of “What kind
of mechanisms should ubiquitous social awareness systems provide to the
user, so that they can carry out impression management?” we have been
able to provide so far. It is based on two years of field studies with five long-
term (over 6 weeks) studies with different groups of users. The results from
the field studies are integrated with existing findings in ubiquitous comput-
ing as well as social psychology to provide a number of design guidelines.
These guidelines are tested by applying them to the ContextContacts ap-
plication, and thus deriving a design specification for its next version.

One of the major findings from our field studies was that the users were
almost universally unconcerned with automated sensing and disclosure of
location, phone usage, physical environment and availability. They did,
however, when possible manipulate and re-frame the automatically sensed
information by renaming profiles and places and commenting on their own
activities as well as the activities of others. The guidelines we derived in-
clude supporting light-weight access controls, assuming reciprocity, making
it possible to appear differently to different audiences, allowing commenting
and manipulation of automatically sensed data as well as providing mecha-
nisms for lying. The major limitations in these claims comes from the fact
that our field studies have been almost solely with groups where the users
only had to appear in one role in the system. The design guidelines and the
new features of ContextContacts will have to be verified in settings where
there are multiple, overlapping groups using the system.

Article VI is aimed at the social sciences audience. In it we draw
together methodological advances in the study of human behaviour made
possible by the smartphone technology. The general possibilities of smart-
phones and ContextPhone are explained in enough detail to allow the reader
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to evaluate the suitability of the methods, and the discussion is concretized
by describing three major field studies done using smartphones. Two of the
field studies have been carried out by the authors, and one is a review of
an external study.

The major benefits from using smartphones to study human behaviour
stem from two qualities: Firstly, the smartphone is capable of automatically
observing and logging behavioural data, including physical encounters be-
tween people. Secondly, the smartphone is from the user’s point of view just
a mobile phone, which is accepted as an unintrusive and normal part of most
westerners’ life. These combine to make it possible to observe variables pre-
viously only available via self-reports, which are known to have granularity,
accuracy and reliability problems. The limitations of using smartphones
for behavioural study include the lack of verified analysis methods for the
data thus gathered.

Although we present Smartphones as a generic tool for social scientific
research, there is no reason to assume that it would not be equally suitable
for specifically privacy-related research. Thus it provides a methodological
answer to the first research question.

6.2 Answers to research questions

This section summarizes purely the novel contributions of this thesis, in
relation to the stated research questions.

1 How can we study real-world privacy issues in ubiquitous computing?

The answer to this question is not a result from a study, it is a set of
tools and methods for studies. ContextPhone provides a ready-made
platform for research into how ubiquitous services are used, although
it still requires non-trivial effort to build new applications. To the
extent ubiquitous computing gathers data about human behaviour, it
can also be used to study human behaviour. The “invisibility” can be
used to gather data less influenced by observation, and the automated
collection of behavioural data allows the researcher to access to data
from longer periods of time and for larger populations than previously
feasible. Our experiences with such studies have been reported in
detail so that the methods can be applied by others. (The algorithms
and software described in Article I and Article II give concrete tools
for practitioners; Article III, Article VI describe novel or under-used
methods)
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2 What kind of mechanisms should ubiquitous social awareness systems
provide to the user?

An information system that handles private data should provide ex-
plicit support for fair information processing: they should be able to
distinguish between personal data and other data, provide reporting
facilities for subject access requests and allow, if not require, expira-
tion of personal data. Otherwise organizations, especially small orga-
nizations, have trouble complying with legislative requirements and
thus basic guarantees of privacy. (Article III provides a quantitative
criticism of the current state of information systems and organiza-
tional practices with suggestions on improvements).

The fair information processing guidelines are a necessary but not
sufficient condition for successful impression management: control
over what is disclosed to whom and when is needed for the user to
feel that they are in control, but is rarely used as-such. We have
found that automated disclosure is found acceptable and useful, and
can become a part of impression management if augmented with the
ability to comment on and manipulate the automatically gathered
information, at least with certain groups of users. Commenting and
activity cues allow disclosers to get feedback on how others perceive
them. We propose that users are willing to address such comments
and manipulations to different reference groups separately, but do not
have conclusive empirical support for the claim. (Article V)
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Outlook

This thesis does not provide general and conclusive answers on how to con-
struct ubiquitous computing systems so that they support privacy manage-
ment. What it does provide is a set of guidelines on privacy management
for social awareness services that I feel are practical and useful, as well as
being based on solid empirical work. The findings will serve as the basis for
commercializing the proposed social awareness service ContextContacts1.

The tools, methods and data described in this thesis are a major contri-
bution to work in this area, and have already been proven useful to others
in related fields [46, 35, 110, 90, 28]. The methods should have a contribu-
tion to make in sociological and social psychological studies as well, and I
hope that Article VI will reach researchers in these fields. The validity and
reliability of smartphones as tools for gathering real-world data on dynamic
social networks, movements, activities and interaction is yet poorly under-
stood. Carrying out experiments where the reliability and validity can be
robustly estimated would greatly aid in the use of these tools. Since such
data has not been practically available previously, analysis of the data is
also still in its infancy.

Article III shows there is cause to concern with the private sector’s
compliance with EC Data protection regulation. It also provides strong
arguments that this concern is linked to the information systems in use,
and some concrete proposals for improving the situation. In the case of
traditional information systems, the improvements are somewhat straight-
forward: comprehensive tagging of personal data, reporting functionality
and special purging and access rules for the data. I would claim that if we
are incapable of providing privacy-aware traditional information systems,
we will have serious trouble doing that within ubiquitous computing. The

1http://www.jaiku.com
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article is based on a limited sample, only studying those controllers who
hold information about me. As stated in the article, the same experiment
should be repeated with a larger number of controllers—meaning recruiting
several people to request access to their data and information on processing.

We have found that at least certain groups of users not only can cope
with automated disclosure in a social awareness application, but find it use-
ful and fun (Article IV): it provides topicalization for discussions, a pretext
for communication and a proxy for companionship, helping users establish
and deepen relationships. Although such feelings of companionship have
been reported by others as well [43, 94] neither we nor the others have dug
into what the users mean when they talk about “closeness” and “not feeling
alone”. This re-creation of feelings of physical proximity and connectedness
from very thin cues should prove an interesting topic of further study.

By commenting and manipulating the automatically disclosed informa-
tion users can carry out impression management (Article V). By looking
at how people use technological systems to manipulate and construct im-
pressions, we get positive guidelines for privacy-respecting design, rather
than building systems that just avoid the pitfalls. We have not yet carried
out a field study where the same system would be used with several ref-
erence groups at the same time. Whether users can cope with automated
disclosure in such a situation, and what kinds of features they need from
the system to do that is a crucial future research topic.

There are two possible enabling, one could even say empowering, shifts
in how we handle personal data in ubiquitous computing. The first is
the ability for the users to keep the data: instead of relying on a service
provider to do something useful with their data, they in principle provide
the service themselves—sidestepping the Individual–Organization sphere.
This approach is reflected in Article I, which shows how a device can be
made aware of its location with no location-oriented service infrastructure,
and the ContextContacts application discussed in Article V and Article II,
in which the users disclose their location from their own personal devices,
rather than from a third-party service. This shift alleviates concerns over
legal and factual control as well as transparency: the user can be made
aware exactly of what data is disclosed to outsiders, as it all originates from
their personal device. The enabler of this shift is the emergence of personal,
always-on networked computing devices, replacing “ambient” intelligence.

The second shift is not technologically driven (although it, too, requires
technological support), but more a change in the way the data is seen
by a service provider, the Individual–Organization sphere. The EC data
protection directive already stipulates that the subject must have access
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to data about themselves, but only in principle at a rate of once-a-year,
and only in a human-readable format. If instead the service provider would
allow the subject—the user—continuous real-time access to their own data,
the user could use it with other services. For example, a smart-card based
payment system for public traffic would be able to provide the traveler
partial traces of their movements, enabling them to tag media they create
with their location. If both the controller and the subject can use the
data, its potential value can increase—and this increase in utility can of
course be split between the two. There are indications that this kind of
shift may happen, for example some banks already allow individual users
to download their itemized credit card bills as spreadsheets, and Flickr2

allows anybody, including users themselves, to build new applications on
top of the photos people upload. This shift is also a defining factor in our
efforts to commercialize ContextContacts.

2http://www.flickr.com/
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Mål nr. B 747-00, 2004.

[66] R. R. Harper and J. A. Hughes ad D. Z. Shapiro. Working in harmony:
An examination of computer technology in air traffic control. In
Proceedings of the First European Conference on Computer-Supported
Cooperative Work, pages 73–86, 1989.



54 References

[67] Richard H. R. Harper. Looking at ourselves: an examination of the
social organisation of two research laboratories. In CSCW ’92: Pro-
ceedings of the 1992 ACM conference on Computer-supported cooper-
ative work, pages 330–337, New York, NY, USA, 1992. ACM Press.

[68] Christian Heath and Paul Luff. Collaborative Activity and Techno-
logical Design: Task Coordination in London Underground Control
Rooms. In Liam Bannon, Mike Robinson, and Kjeld Schmidt, edi-
tors, Proceedings of the Second European Conference on Computer-
Supported Cooperative Work - ECSCW 91, pages 65–80. Kluwer Aca-
demic Publishers, 1989.

[69] Lars Erik Holmquist, Jennica Falk, and Joakim Wigström. Support-
ing group collaboration with interpersonal awareness devices. Per-
sonal Technologies, 3(1–2):13–21, March 1999.

[70] Jason I. Hong and James A. Landay. An architecture for privacy-
sensitive ubiquitous computing. In MobiSys ’04: Proceedings of the
2nd international conference on Mobile systems, applications, and
services, pages 177–189, New York, NY, USA, 2004. ACM Press.

[71] Scott E. Hudson and Ian Smith. Techniques for addressing funda-
mental privacy and disruption tradeoffs in awareness support sys-
tems. In CSCW ’96: Proceedings of the 1996 ACM conference on
Computer supported cooperative work, pages 248–257, New York, NY,
USA, 1996. ACM Press.

[72] Giovanni Iachello and Gregory D. Abowd. Privacy and proportional-
ity: adapting legal evaluation techniques to inform design in ubiqui-
tous computing. In CHI ’05: Proceedings of the SIGCHI conference
on Human factors in computing systems, pages 91–100, New York,
NY, USA, 2005. ACM Press.

[73] E. Isaacs, S. Whittaker, D. Frohlich, and B. O’Conaill. Informal
communication re-examined: New functions for video in supporting
opportunistic encounters. In Kathleen E. Finn, Abigail J. Sellen, and
Sylvia B. Wilbur, editors, Video-Mediated Communication. Lawrence
Erlbaum, 1997.

[74] Ellen Isaacs, Alan Walendowski, and Dipti Ranganthan. Hubbub:
a sound-enhanced mobile instant messenger that supports aware-
ness and opportunistic interactions. In CHI ’02: Proceedings of the
SIGCHI conference on Human factors in computing systems, pages
179–186. ACM Press, 2002.



References 55

[75] L. Kagal, T. Finin, and A. Joshi. Trust-based security in pervasive
computing environments. Computer, 34:154–157, 2001.

[76] Kjeld Schmidt. The Problem with ‘Awareness’: Introductory Re-
marks on ‘Awareness in CSCW’. Computer Supported Cooperative
Work (CSCW), 11(3–4):285–298, September 2002.

[77] Douwe Korff. EC study on implementation of data protec-
tion directive. Comparative summary of national laws. Online,
http://www.eu.int/comm/justice_home/fsj/privacy/docs/
lawreport/consultation/univessex-comparativestudy_en.pdf,
september 2002.

[78] Marc Langheinrich. Privacy by Design – Principles of Privacy-Aware
Ubiquitous Systems. In Gregory D. Abowd, Barry Brumitt, and
Steven A. Shafer, editors, Proceedings of the Third International Con-
ference on Ubiquitous Computing (UbiComp 2001), number 2201 in
Lecture Notes in Computer Science, pages 273–291, Atlanta, USA,
2001. Springer-Verlag.

[79] Mark R Leary and Robin M Kowalski. Impression Management: A
literature review and a two-component model. Psychological bulletin,
107(1), 1990.

[80] Scott Lederer, Jennifer Mankoff, and Anind K. Dey. Who wants
to know what when? privacy preference determinants in ubiquitous
computing. In CHI ’03: CHI ’03 extended abstracts on Human factors
in computing systems, pages 724–725, New York, NY, USA, 2003.
ACM Press.

[81] Alison Lee, Andreas Girgensohn, and Kevin Schlueter. Nynex port-
holes: initial user reactions and redesign implications. In GROUP
’97: Proceedings of the international ACM SIGGROUP conference
on Supporting group work, pages 385–394, New York, NY, USA, 1997.
ACM Press.

[82] Christian Licoppe and Jean-Philippe Heurtin. France: preserving
the image. In J. Katz and M. Aakhus, editors, Perpetual Contact:
Mobile communication, private talk, public performance, pages 94–
109. Cambridge University Press, Cambridge, MA, 2002.

[83] Yehuda Lindell and Benny Pinkas. Privacy preserving data mining.
Journal of Cryptology, 15:177–206, 2002.



56 References

[84] R. Ling. The Mobile Connection: The Cell Phones Impact on Society.
Morgan Kaufmann, 2004.

[85] Enid Mante. The Netherlands and the USA compared. In J. Katz and
M. Aakhus, editors, Perpetual Contact: Mobile communication, pri-
vate talk, public performance, pages 110–125. Cambridge University
Press, Cambridge, MA, 2002.

[86] Marilyn M. Mantei, Ronald M. Baecker, Abigail J. Sellen, William
A. S. Buxton, Thomas Milligan, and Barry Wellman. Experiences in
the use of a media space. In CHI ’91: Proceedings of the SIGCHI
conference on Human factors in computing systems, pages 203–208,
New York, NY, USA, 1991. ACM Press.

[87] Marilyn M. Mantei, Ronald M. Baecker, Abigail J. Sellen, William
A. S. Buxton, Thomas Milligan, and Barry Wellman. Experiences in
the use of a media space. In CHI ’91: Proceedings of the SIGCHI
conference on Human factors in computing systems, pages 203–208,
New York, NY, USA, 1991. ACM Press.

[88] Stephen T. Margulis. On the Status and Contribution of Westin’s and
Altman’s Theories of Privacy. Journal of Social Issues, 59(2):411–429,
2003.

[89] Matthew Chalmers. Historical view of context. Computer Supported
Cooperative Work (CSCW), V13:223–247, 2004.

[90] Oleksiy Mazhelis, Seppo Puuronen, and Mika Raento. Evaluating
classifiers for mobile-masquerader detection. In Proceedings of the
Security and Privacy in Dynamic Environments (SEC2006), 21st
IFIP TC-11 International Information Security Conference, pages
271–283, Berlin, Heidelberg, 2006. Springer Verlag.

[91] Joseph F. McCarthy and Eric S. Meidel. ACTIVEMAP: A Visualiza-
tion Tool for Location Awareness to Support Informal Interactions.
In Handheld and Ubiquitous Computing: First International Sympo-
sium, HUC’99, Karlsruhe, Germany, September 1999. Proceedings,
volume 1707 of Lecture Notes in Computer Science, pages 158–170,
Berlin / Heidelberg, 1999. Springer-Verlag.

[92] Judi Beinstein Miller and Amy Stubblefield. Parental disclosure from
the perspective of late adolescent. Journal of Adolescence, 16:439–
455, December 1993.



References 57

[93] Thomas P. Moran and R. J. Anderson. The workaday world as a
paradigm for CSCW design. In CSCW ’90: Proceedings of the 1990
ACM conference on Computer-supported cooperative work, pages 381–
393, New York, NY, USA, 1990. ACM Press.

[94] Bonnie A. Nardi, Steve Whittaker, and Erin Bradner. Interaction and
outeraction: instant messaging in action. In CSCW ’00: Proceedings
of the 2000 ACM conference on Computer supported cooperative work,
pages 79–88, New York, NY, USA, 2000. ACM Press.

[95] OECD. OECD Guidelines on the Protection of Privacy and Trans-
border Flows of Personal Data. OECD, 2002.

[96] Gary M. Olson and Judith S. Olson. Distance Matters. Human-
Computer Interaction, 15(2&3):139–178, 2000.

[97] Robert J. Orr and Gregory D. Abowd. The smart floor: a mechanism
for natural user identification and tracking. In CHI ’00: CHI ’00
extended abstracts on Human factors in computing systems, pages
275–276, New York, NY, USA, 2000. ACM Press.

[98] Antti Oulasvirta. Studies of working memory in interrupted human-
computer interaction. PhD thesis, University of Helsinki, 2006.

[99] Antti Oulasvirta, Renaud Petit, Mika Raento, and Sauli Tiitta. On
how users interpret and act upon mobile awareness cues. Human-
Computer Interaction, 2006. in press.

[100] Antti Oulasvirta, Mika Raento, and Sauli Tiitta. ContextContacts:
Re-Designing SmartPhone’s Contact Book to Support Mobile Aware-
ness and Collaboration. In Proceedings of the 7th International Con-
ference on Human Computer Interaction with Mobile Devices and
Services, MOBILEHCI’05, pages 167–174. ACM, 2005.

[101] Leysia Palen. Social, individual and technological issues for groupware
calendar systems. In Proceedings of the SIGCHI conference on Human
factors in computing systems, pages 17–24. ACM Press, 1999.

[102] Leysia Palen and Paul Dourish. Unpacking “privacy” for a networked
world. In CHI ’03: Proceedings of the SIGCHI conference on Human
factors in computing systems, pages 129–136, New York, NY, USA,
2003. ACM Press.



58 References

[103] Elin Rønby Pedersen and Tomas Sokoler. Aroma: abstract represen-
tation of presence supporting mutual awareness. In CHI ’97: Pro-
ceedings of the SIGCHI conference on Human factors in computing
systems, pages 51–58, New York, NY, USA, 1997. ACM Press.

[104] Sandra Petronio. Boundaries of Privacy, Dialectics of Disclosure.
State University of New York Press, 2002.

[105] W. Prinz. NESSIE: An awareness environment for cooperative set-
tings. In Proceedings of the Sixth European Conference on Computer
Supported Cooperative Work — ECSCW99, pages 391–410. Kluwer
Academic Publishers, 1999.

[106] Jukka-Pekka Puro. Finland: a mobile culture. In J. Katz and
M. Aakhus, editors, Perpetual Contact: Mobile communication, pri-
vate talk, public performance, pages 19–29. Cambridge University
Press, Cambridge, MA, 2002.

[107] Mika Raento and Antti Oulasvirta. Privacy management for so-
cial awareness applications. In Proceedings of the workshop on Con-
text Awareness for Proactive Systems, CAPS 2005, pages 105–114.
Helsinki University Press, 2005.

[108] Anand Ranganathan, Roy H. Campbell, Arathi Ravi, and Anupama
Mahajan. Conchat: A context-aware chat program. IEEE, 1(3):51–
57, 2002.

[109] Yvonne Rogers. Moving on from Weiser’s Vision of Calm Computing:
engaging UbiComp experiences. In Paul Dourish and Adrian Friday,
editors, UbiComp 2006: Ubiquitous Computing: 8th International
Conference, UbiComp 2006 Orange County, CA, USA, September
17-21, 2006 Proceedings, number 4206 in Lecture Notes in Computer
Science, pages 404–421. Springer-Verlag, 2006.

[110] Antti Salovaara, Antti Oulasvirta, and Giulio Jacucci. “The panop-
tion”: a method for observing inter-group interactions. A po-
sition paper presented in CHI’06 workshop on Reality testing:
HCI challenges in non-traditional environments, available online
at http://www.cs.indiana.edu/surg/CHI2006/RealityTesting/
RealityTesting_Salovaara-et-al.pdf, 2006.

[111] R.S. Sandhu, E.J. Coyne, H.L. Feinstein, and C.E. Youman. Role-
based access control models. Computer, 29:38–47, February 1996.



References 59

[112] Emanuel A. Schegloff. Notes on a conversational practice: Formu-
lating place. In David Sudnow, editor, Studies in social interaction,
pages 75–119, New York, USA, 1972. The Free Press.

[113] Albrecht Schmidt, Michael Beigl, and Hans-W. Gellersen. There is
more to context than location. Computers and Graphics, 23(6):893–
901, 1999.

[114] Jean-Marc Seigneur and Christian Damsgaard Jensen. Trust en-
hanced ubiquitous payment without too much privacy loss. In SAC
’04: Proceedings of the 2004 ACM symposium on Applied computing,
pages 1593–1599, New York, NY, USA, 2004. ACM Press.

[115] Chia Shen, Katherine Everitt, and Kathleen Ryall. UbiTable: Im-
promptu Face-to-Face Collaboration on Horizontal Interactive Sur-
faces. In Anind K. Dey, Albrecht Schmidt, and Joseph F. McCarthy,
editors, UbiComp 2003: Ubiquitous Computing, volume 2864 of Lec-
ture Notes in Computer Science, pages 281–288, Berlin / Heidelberg,
2003. Springer.

[116] Leonard Sloane. Orwellian Dream Come True: A Badge That Pin-
points You. The New York Times, September 12th 1992.

[117] Ian Smith and Scott E. Hudson. Low disturbance audio for aware-
ness and privacy in media space applications. In MULTIMEDIA ’95:
Proceedings of the third ACM international conference on Multimedia,
pages 91–97, New York, NY, USA, 1995. ACM Press.

[118] Sarah Spiekermann, Jens Grossklags, and Bettina Berendt. E-privacy
in 2nd generation E-commerce: privacy preferences versus actual be-
havior. In Proceedings of the 3rd ACM conference on Electronic Com-
merce, pages 38–47. ACM Press, 2001.

[119] Michael Spreitzer and Marvin Theimer. Scalable, secure, mobile com-
puting with location information. Commun. ACM, 36(7):27, 1993.

[120] Mike Spreitzer and Marvin Theimer. Providing location information
in a ubiquitous computing environment (panel session). In SOSP ’93:
Proceedings of the fourteenth ACM symposium on Operating systems
principles, pages 270–283, New York, NY, USA, 1993. ACM Press.

[121] Latanya Sweeney. k-anonymity: a model for protecting privacy. Int.
J. Uncertain. Fuzziness Knowl.-Based Syst., 10(5):557–570, 2002.



60 References

[122] John C. Tang, Ellen A. Isaacs, and Monica Rua. Supporting dis-
tributed groups with a montage of lightweight interactions. In CSCW
’94: Proceedings of the 1994 ACM conference on Computer supported
cooperative work, pages 23–34, New York, NY, USA, 1994. ACM
Press.

[123] John C. Tang, Nicole Yankelovich, James Begole, Max Van Kleek,
Francis Li, and Janak Bhalodia. ConNexus to awarenex: extending
awareness to mobile users. In CHI ’01: Proceedings of the SIGCHI
conference on Human factors in computing systems, pages 221–228,
New York, NY, USA, 2001. ACM Press.

[124] The European Commission. Directive 95/46/EC on the protection
of individuals with regard to the processing of personal data and on
the free movement of such data. Official Journal of the European
Communities, (L 281):31–50, 1995.

[125] Konrad Tollmar, Ovidiu Sandor, and Anna Schomer. Supporting so-
cial awareness @ work design and experience. In CSCW ’96: Proceed-
ings of the 1996 ACM conference on Computer supported cooperative
work, pages 298–307, New York, NY, USA, 1996. ACM Press.

[126] Lea Viljanen. Towards an Ontology of Trust. In Sokratis Katsikas,
Javier López, and Günther Pernul, editors, Trust, Privacy and Secu-
rity in Digital Business. Second International Conference, TrustBus
2005, Copenhagen, Denmark, August 22-26, 2005. Proceedings, pages
175–184, Berlin Heidelberg, 2005. Springer-Verlag.

[127] Jeffrey R. Vittengl and Craig S. Holt. Getting acquainted: The re-
lationship of self-disclosure and social attraction to positive affect.
Journal of Social and Personal Relationships, 17(1):53–66, 2002.

[128] W3C. Platform for Privacy Preferences (P3P) Project, 2005. Online,
http://www.w3.org/P3P/, referenced Jun 2006.

[129] Joseph B. Walther. Interpersonal Effects in Computer-Mediated In-
teraction: A Relational Perspective. Communication Research, 19(1),
1992.

[130] Roy Want, Andy Hopper, Veronica Falcao, and Jonathan Gibbons.
The active badge location system. ACM Transactions on Information
Systems, 10(1):91–102, 1992.



References 61

[131] Roy Want, Bill N. Schilit, Norman I. Adams, Rich Gold, Karin Pe-
tersen, David Goldberg, John R. Ellis, and Mark Weiser. An overview
of the PARCTAB ubiquitous computing experiment. IEEE Personal
Communications, 2:28–43, December 1995.

[132] Warren and Brandeis. The Right to Privacy. Harvard Law Review,
IV, December 1890.

[133] Mark Weiser. The Computer for the Twenty-First Century. Scientific
American, 265:94–104, September 1991.

[134] Melora Zaner, EK Chung, and Tammy Savage. 3◦ and the Net Gen-
eration: Designing for Inner Circles of Friends. In Proceedings of the
Workshop on Intimate Ubiquitous Computing at UbiComp 2003. In-
tel Corporation, 2003. Online, http://berkeley.intel-research.
net/paulos/lab/ubicomp03/Workshop/index.htm, referenced Jun
2006.



62 References

xxx


