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ABSTRACT

We propose a method for separating accompaniment from poly-

phonic music and its karaoke application, both based on automatic

melody transcription. First, the method transcribes the lead-vocal

melody of an existing polyphonic music piece, where the transcrip-

tion consists of a MIDI note sequence and a detailed fundamental

frequency (F0) trajectory for each note. Based on the note F0 trajec-

tories, the method uses sinusoidal modeling to estimate, synthesize,

and remove the lead vocals in the piece, thus producing separated

accompaniment of the piece. User sings along with the separated

accompaniment similar to karaoke while the user singing can be

tuned to the transcribed melody. This will help non-professional

singers to produce more appealing karaoke performances. The qual-

ity of separated accompaniments was quantitatively evaluated with

approximately one hour of polyphonic music, including material

from a commercial karaoke DVD.

1. INTRODUCTION

Karaoke is a popular form of entertainment where a non-professional

singer sings along with a song accompaniment where lead vocals

are not present. Usually, the lyrics of a song are synchronously dis-

played on a screen to aid the singer. In general, music is distributed

in a form where all the instruments and the lead vocals are mixed to-

gether in a monophonic or stereophonic audio stream, thus making

the material unsuitable for karaoke usage. Therefore, song accompa-

niments for karaoke are conventionally produced in recording stu-

dios by professional musicians, which is both time-consuming and

costly. In addition, it is impossible to provide karaoke-song col-

lections including all the consumers’ favorite songs. Therefore, it

would be useful to have a method for producing the song accompa-

niment directly from user-selected audio. There exist methods for

separating vocals and music, such as [1, 2]. In particular, the method

presented in [2] does the separation based on melody transcription.

Karaoke performances are usually given by non-professional

singers who may sing out-of-tune, i.e., the singing pitch differs

noticeably from the original melody notes. However, there exist

commercial products for real-time tuning of singing given reference

notes or a pitch track. The reference can be embodied in karaoke

media, and it also enables scoring of karaoke performances, such as

in SingStar1 application, for example. The reference can be simul-

taneously visualized with the user’s singing pitch to give feedback.

This work was supported by the Academy of Finland, project
No. 213462 (Finnish Centre of Excellence program 2006–2011).

1See http://www.singstargame.com
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Fig. 1. A block diagram of the proposed method.

A method for producing the reference would be desirable, since it is

not directly available for most music pieces.

The proposed method solves the two above-mentioned problems

based on automatic melody transcription and accompaniment sepa-

ration. Figure 1 shows a block diagram of the method. First, the

lead-vocal melody of a user-selected music piece is automatically

transcribed. Based on the transcription, the vocal signal is estimated

and synthesized from the music piece using sinusoidal modeling and

subtracted from the original audio to produce a song accompani-

ment. During a karaoke performance, the user listens to the sepa-

rated accompaniment and sings along. If desired, the user singing

can be tuned to the transcribed lead-vocal melody in real time. The

melody transcription and the accompaniment separation run faster

than real time and allow causal processing, thus enabling immedi-

ate start of a karaoke performance of any music piece. Currently, the

method does not take into account the lyrics. However, both the tran-

scribed melody and the synthesized vocals facilitate lyrics alignment

for karaoke applications.

The paper is organized as follows. Section 2 describes the

melody transcription method, followed by an explanation of the ac-

companiment separation in Section 3. Section 4 introduces a method

for tuning the user singing. Section 5 reports quantitative evaluation

results for the accompaniment separation, and Section 6 concludes

the paper.

2. MELODY TRANSCRIPTION

Melody transcription refers to the automatic extraction of a paramet-

ric representation (e.g., a MIDI file) of the lead-vocal melody from

a polyphonic music piece. A melody is a sequence of consecutive
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Fig. 2. Automatically transcribed melody and its detailed F0 tra-

jectory for the beginning of a verse in “Sick Sad Little World” by

Incubus. See text for details.

notes and rests, where the i:th note in the sequence is defined by its

fundamental frequency ni, onset time, and offset time. Here, funda-

mental frequency (F0) values are expressed on a scale of unrounded

MIDI note numbers fMIDI = 69 + 12 log2(fHz/440).

The motivation for using melody transcription is twofold. First,

melody transcription produces a useful mid-level representation

which facilitates robust accompaniment separation. The separation

is performed only during the transcribed notes, thus preserving orig-

inal audio quality during rests. The transcribed notes also allow

robust estimation of a detailed F0 trajectory for the melody which is

utilized in the separation. Secondly, the transcribed melody is used

as a reference to which the user singing is tuned during a karaoke

performance.

We use a melody transcription method [3] which is an improved

version of an earlier method [4]. Briefly, the method uses a frame-

wise pitch salience estimator to measure the strength of different

fundamental frequencies in 92.9 ms analysis frames with 23.2 ms

interval between successive frames (i.e., 4096 and 1024 samples

at 44.1 kHz sampling frequency fs). In the following, st(f) de-

notes the salience of fundamental frequency f in frame t. Fun-

damental frequency f ranges from MIDI note 44 to 84 with ap-

proximately 800 values distributed between these limits. The esti-

mated saliences, their time differentials, and a measure of incom-

ing spectral energy are used as features for computing observation

likelihoods for melody notes, other instrument notes, and silence or

noise segments, each of which is modeled using a hidden Markov

model. The parameters of the models have been estimated from sev-

eral hours of music. A musicological model also uses the saliences to

estimate the musical key of the piece and employs the corresponding

between-note transition probabilities. These probabilities are mod-

eled with a note bigram trained with thousands of melodies. The

Viterbi algorithm is used to find the optimal path through the melody

note models in order to produce a transcribed melody note sequence.

After transcribing the melody into notes, a detailed F0 trajectory

is estimated for each note ni as follows. For each frame t in the time

region between the note onset and offset, the maximum-salience F0

is obtained by

bft = argmax
f

st(f), where |f − ni| < 3. (1)

The condition |f − ni| < 3 in Eq. (1) limits the possible search

range in frequency to ±3 semitones from the transcribed note F0

ni. The mean s̄i of the detected salience maxima for the note is

then calculated. Only the F0 values bft, for which st( bft) > αs̄i, are

preserved for further processing, where α was empirically set to 0.8.

This is done to avoid less reliable frames. The preserved F0 values

are finally used to interpolate a detailed F0 trajectory at 10 ms time

grid for the note time regions, i.e., the trajectory is not defined during

rests. The interpolation is performed using piecewise cubic splines.

In the following, the interpolated F0 trajectory is denoted with efu

where u denotes the frame index in the 10 ms grid.

Figure 2 shows an example transcription with melody notes ni

(the black boxes) and the detailed F0 trajectory efu (the white line).

The gray-level intensity on the background indicates the salience

values st(f), where darker color shows greater salience. The lower

panel shows a close-up of a few notes, where the white circles in-

dicate the preserved F0 values. Piecewise cubic splines are fitted to

these points and then used to interpolate the detailed F0 trajectory.

3. ACCOMPANIMENT SEPARATION

The accompaniment separation is based on a signal model

x(k) = v(k) + b(k), (2)

where the mixture audio signal x(k) is considered as a linear sum of

the vocals v(k) and the accompaniment b(k). Index k denotes time

in audio samples. The vocal signal v(k) is further modeled as a sum

of sinusoids

v(k) =
DX

d=1

ad(k) sin(θd(k)), (3)

where ad(k) and θd(k) are the amplitude and phase of the d:th har-

monic partial at time k. D is the number of partials, which was set

to 40 in our simulations. In the model, each partial is represented

with an individual sinusoid. A good perceptual separation quality

was obtained using the quadratic polynomial-phase model [5] and

the following analysis procedure.

The procedure first estimates the amplitude, frequency, and

phase of each partial in 40 ms frames for each frame index u and

then interpolates them between adjacent frames to obtain the sam-

plewise amplitudes and phases. The following processing takes

place in an individual frame and the frame indices are omitted to

simplify the notation. The frequency fd (in Hz) of each partial

d = 1, . . . , D is set equal to fd = 440 · d · [2( efu−69)/12], i.e., the

partial frequencies are constrained to integer multiples of the fun-

damental frequency f1. Normalized cross-correlation cd between

the analysis frame and a complex exponential having the partial

frequency fd is calculated as

cd =

P
k x(k) exp(i2πkfd/fs)w(k)2

Z
, (4)

where w(k) is the Hamming window centered to the temporal posi-

tion of frame u, fs is the sampling frequency, and Z =
P

k w(k)2/2
is a normalization constant. The amplitude of the partial is then ob-

tained as the magnitude of the correlation

ad = |cd| (5)
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Fig. 3. Overview of the accompaniment separation for stereophonic

signals.

and phase as its angle

θd = ∠cd . (6)

Since the partial frequencies are harmonically related and the ex-

ponentials therefore uncorrelated with each other, the above proce-

dure produces a least-squares [6, Chap. 8] estimate of stationary win-

dowed sinusoids even when applied individually for each partial.

Samplewise amplitudes ad(k) in Eq. (3) are obtained by linear

interpolation between adjacent frames. Samplewise phases θd(k)
are obtained by quadratic phase interpolation method [5] with pa-

rameter value λ = 4/5 so that phases and frequencies of only the

adjacent frames are required in the interpolation. The synthesized

partials are finally summed to obtain the estimated vocal signal ev(k).

In particular, the signal contains zeros where there is no transcribed

melody notes. The separated accompaniment signal eb(k) is then ob-

tained by x(k)− ev(k).

The above-described processes of melody transcription and ac-

companiment separation are carried out on monophonic mixture sig-

nal x(k). In a usual case of stereophonic inputs, processing is ap-

plied to the middle signal x(k) = 1
2
(xl(k) + xr(k)), where xl(k)

and xr(k) are the left and the right channels, respectively. In our

experiments, we noticed that this approach works well in practice,

since commercial music recordings are usually produced so that the

lead vocals are mixed at center panning to prevent canceling the vo-

cals out if the recording is played in mono. However, leaving the sep-

arated accompaniment as mono signal may sound dull compared to

original recording. Therefore, the method adds the side information,

s(k) = 1
2
(xl(k)− xr(k)), to the separated accompaniment. This is

illustrated in Fig. 3 where the left and the right channel of the sepa-

rated accompaniment are simply obtained by ebl(k) = eb(k) + s(k)

and ebr(k) = eb(k)− s(k), respectively. This approach was found to

produce good results. The accompaniment separation could be per-

formed individually for both the left and right channels. However,

this doubles the computational load of separation and produced no

audible improvement in our experiments.

4. TUNING THE USER SINGING

The user singing can be automatically tuned to the transcribed

melody during a karaoke performance. There exist commercial

software and hardware implementations of pitch-shifting tuners,
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Fig. 4. An example of user singing F0 illustrated with black dashed

line. The gray boxes and the solid line show the transcribed melody

and its F0 trajectory, respectively.

such as Antares Auto-Tune2, which take the melody notes in MIDI

format as input. Alternatively, singing can be tuned to the detailed

F0 trajectory efu. In addition, user singing can be used to control

the separation of the accompaniment so that the vocals in the orig-

inal music piece are separated only when the user is singing. This

minimizes the audibility of possible melody transcription errors.

The pitch shifting should preserve the formants of the user’s

singing voice to produce natural sounding output. For our purposes,

we implemented a real-time frame-wise tuning algorithm. First, a

singing frame of 23.2 ms is analyzed with the YIN algorithm [7]

to give the fundamental frequency within the frame. The tuning

method then measures the difference between the user singing F0

and the transcribed melody at the time. Then the Pitch Synchronous

Overlap Add (PSOLA) pitch-shifting algorithm is used to tune the

user singing in the frame to the original melody. We used a PSOLA

implementation from [8].

Figure 4 shows an example of user singing compared to the tran-

scribed melody and its detailed F0 trajectory. The gray boxes and

the solid black line show the transcribed melody and its detailed F0

trajectory, respectively. The black dashed line shows the F0 values

estimated from user singing with the YIN algorithm. During the

first note, for example, user sings two semitones too high compared

to the original melody. However, the PSOLA copes well with less

than half-octave shifts up or down so the first note can be tuned to

the original melody note with good quality.

Apart from real-time processing, the user singing could also

be processed offline, which allows the use of temporal shifts, time

stretching, and pitch shifting operations. For example, the user

singing can be transcribed into notes and matched with the tran-

scribed melody at note level, thus enabling very flexible editing

possibilities.

5. ACCOMPANIMENT SEPARATION RESULTS

We evaluated the quality of the separated accompaniments using

signal-to-noise ratio criterion. Given mixture signal x(k) as input,

the method produces eb(k) which is an estimate of the accompani-

ment signal b(k). The signal-to-noise ratio in decibels (dB) is then

2See http://www.antarestech.com
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Fig. 5. Accompaniment separation results on the singing dataset

with different mixing conditions, where the horizontal lines show

the accompaniment-to-vocals ratios.

defined by

SNR(b,eb) = 10 log10

 P
k b(k)2P

k(b(k)−eb(k))2

!
. (7)

We used two different datasets for the evaluations. The first set

includes 65 singing performances consisting of approximately 38

minutes of mono audio. For each performance, the vocal signal

v(k) was mixed with a synthesized MIDI accompaniment signal

b(k) to obtain the mixture signal x(k). The mixing was adjusted to

obtain musically meaningful accompaniment-to-vocals ratios −10,

−5, 0, and 5 dB. We evaluated SNR(b,eb) for each performance and

accompaniment-to-vocals ratio, and report the average over the per-

formances.

Figure 5 shows the results for the first dataset. When accom-

paniment and vocals were equally mixed with accompaniment-to-

singing ratio of 0 dB, the vocal signal was suppressed on the average

by 6.3 dB in the separated accompaniment. When the accompani-

ment was most loud (5 dB case), the melody transcription was harder

resulting in only 0.8 dB suppression of vocal signal. On the other

hand, when vocals were most loud (−10 dB case), also the suppres-

sion was greatest (12.6 dB) but the overall SNR(b,eb) was 2.6 dB

due to louder non-harmonic proportions of vocals remaining in the

separated accompaniment.

The second dataset consists of approximately twenty minutes

of stereophonic recordings from nine songs from a karaoke DVD.

The DVD contains an accompaniment version of each song and also

a version with lead vocals. The two versions are temporally syn-

chronous at audio sample level so that the accompaniment version

can be used as a reference with two channels bl(k), br(k) and the

lead-vocal version as the stereophonic input xl(k), xr(k).

Figure 6 shows the accompaniment separation results for each

song on the dataset. The SNR values were individually evalu-

ated for left and right channels and their average, (SNR(bl, ebl) +

SNR(br, ebr))/2, is reported. The difference in the results between

the two channels was negligible. On the average over all the songs,

the method suppressed vocals by 3.5 dB. The figure also shows es-

timated accompaniment-to-vocals ratio of each song with horizontal

lines, where the vocals were obtained by subtracting the accompani-

ment from the lead-vocal version. It is possible to have SNR lower

than the accompaniment-to-vocals ratio, for example, by separating

other instruments instead of vocals. This is the reason for lower

quality with song number 8.
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Fig. 6. Accompaniment separation results for the karaoke DVD

songs. The dots denote the results and the horizontal lines the es-

timated accompaniment-to-vocals ratios.

6. CONCLUSIONS

We have proposed a method for separating accompaniment from

polyphonic music based on automatic melody transcription. This

allows a user to obtain karaoke accompaniments from arbitrary

commercial music recordings. The method provides a possi-

bility for tuning the user singing to the original melody in real

time. The melody transcription facilitates robust accompaniment

separation based on the sinusoidal model. The quality of sep-

arated accompaniments was quantitatively evaluated using poly-

phonic music. The simulations show that the proposed method

is able to suppress the original lead-vocal melody significantly.

Audio examples of accompaniment separation can be found at

http://www.cs.tut.fi/sgn/arg/matti/demos/karaoke.
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